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Abstract

This paper investigates the driving forces behind the decreasing trend of carbon dioxide (CO3)
emissions from the U.S. industrial sector. From 1998 to 2007, real gross output grew by 7.9%,
while CO2 emissions decreased by 4.6%. Using CO5 emissions intensities data compiled for year
1998 and subsequent emissions and production data, I decompose the technology, composition
and scale effects for the changes over the period. The main contributing factor for the clean-up
of U.S. industry was the technology effects, i.e., the decrease in emissions intensities across the
sector, which accounted for almost all of the reduction in emissions. Furthermore, fuel switching
accounted for one fourth of these effects, with the rest attributed to efficiency improvements.
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1 Introduction

The overall greenhouse gas (GHG) emissions in the United States have been on a
slowing growth path in the past two decades. As depicted in Figure 1, the average growth
rate dropped from about two percent per year in the 1990s to about half a percent in
the mid-2000s. In particular, carbon dioxide (CO2) emissions, the most important GHG
accounting for about five sixths of total emissions,! seemed to have reached a plateau
before the Great Recession of 2008 and 2009. In the meantime, U.S. Gross Domestic
Product (GDP) averaged about three percent annual growth in real terms (U.S. Bureau
of Economic Analysis (BEA), 2012) from 1990 to 2007. These differential growth rates
imply that the U.S. economy has become “greener” with its emissions intensity? on a
downward trend. Common explanations include a general shift from a manufacturing-
based economy to a service-based economy,® as well as an overall increases in energy
efficiency (U.S. Environmental Protection Agency (EPA), 2012).

While most of the decomposition studies on U.S. CO4 emissions have been conducted
for the aggregate economy, this paper takes a closer look at one particular sector, industry,
which appears to have contributed the most to the overall clean-up process. Industry, or
the industrial sector, which includes activities in manufacturing, mining, construction
and agriculture,? is responsible for a significant portion of CO, emissions in the United
States. As shown in Figure 2, while COy emissions from the transportation, commercial
and residential sectors were all on the rise until the financial crisis hit, industrial CO,
emissions have been on a steady decline after reaching a peak in 1997. The emissions
displayed a 4.6% drop from 1998 to 2007 despite a 7.9% increase in real gross output.’®
During this period, industry’s share of total CO, emissions decreased from 35% to 31%,
double the two percentage point drop in the sector’s share of total economic activity
(BEA, 2012). As a result, the industrial sector has become less emission intensive at a
substantially faster pace than the overall U.S. economy.

What drives this greening trend of U.S. industry? There are two major potential
sources, advances in production or abatement processes, i.e., the technique or technology
effect, and changes in the composition of goods produced, i.e., the composition effect.
Most of the CO5 emissions in industry, as well as in other sectors, are related to en-
ergy, and come from fossil fuel use either directly in the production process or indirectly

From 1990 to 2010, CO4 emissions, excluding land use, land-use change, and forestry (sinks), represent
on average 83.5% of total US GHG emissions measured in terms of Global Warming Potential using
weights from the IPCC Second Assessment Report (EPA, 2012).

2The emissions intensity is defined as the amount of emissions per unit of GDP or gross output,
typically measured in metric tons of COs-equivalent per $1,000 of real GDP or gross output.

3In 1990, private goods-producing industries accounted for about 24% of US GDP, and this share was
in steady decline, reaching below 20% by mid-2000s. Meanwhile, the service industries’ share increased
from 62% in 1990 to about 68% in the mid-2000s (BEA, 2012).

4The classification adopted in this paper is consistent with energy consumption data from the US
Energy Information Administration (EIA).

®The increase in real GDP, or value added, is even larger at 16.7% from 1998 to 2007 (BEA, 2012).



through electricity consumption.® Hence, technological advances can come in two ways,
improvements in energy efficiency, or substitution in the energy mix, in both direct energy
use and electricity generation. On the other hand, the compositional changes in produc-
tion can also be further distinguished into two sources, a decrease in the final demand
for carbon-intensive goods, or an increase in the share of such goods that are imported.”
The latter scenario is often the basis for such concerns that the United States and other
high-income countries have reduced their GHG emissions intensity by shipping “dirty”
industries to the developing countries.

It is important to allocate credit for the clean-up of U.S. industry among the various
trends in technology, product mix, and international trade. If it is simply a result of
importing more carbon-intensive products and producing less of them domestically, then
the U.S. experience cannot be replicated globally. The least developed countries will not
be able to find even poorer countries from which to import the carbon-intensive products.
The world will run out of “pollution havens” as all countries strive to become greener.
On the other hand, if it has resulted from technological advances, particularly efficiency
improvements, the clean-up can be replicable, and will provide promising opportunities to
address climate change. In addition, alternative perspectives on the greening process can
have significant implications for the potential of energy policy to influence future energy
efficiency trends. Energy-efficiency programs are more likely to influence energy trends
within specific industries, while changes due to shifts in the overall economic structure
are less likely to be swayed by energy policy mandates.

It needs to be kept in mind that industrial activities are not the only source of GHG
emissions in the United States. By the late 2000s, industrial CO4y emissions represent just
about 30% of all CO4 emissions and 25% of total GHG emissions. Nonetheless, industry,
and manufacturing in particular, accounts for a large share of the rhetoric in the public
and political debate on the economic and environmental consequences of climate change
regulations in the context of global trade, centering on issues like carbon leakage and
competitiveness concerns.® Meanwhile, the transportation, commercial and residential
sectors are not subject to such concerns about pollution havens or international competi-
tion. This paper therefore focuses on the industrial sector. It is also noted that although
data through 2010 are presented whenever possible, most of the analysis focuses on the
period from 1998 to 2007, between the peak of industrial CO5 emissions and the onset of
the Great Recession.

The rest of the paper is organized as follows, the next section of the paper briefly
reviews the recent literature on decomposition analysis applied to related issues. Section
3 describes the data used for the analyses. Section 4 shows that technology accounted

SFrom 1990 to 2010, emissions from fossil fuel combustion represent on average 93.6% of overall US
CO4 emissions, excluding land use, land-use change, and forestry (sinks). Other sources include non-
energy use of fuels, natural gas systems and process emissions, mostly in metal and lime and cement
production (EPA, 2012).

"The final demand for U.S. goods includes domestic consumption and exports. In the decomposition
presented later in this paper, I separate the effects of the changes in domestic consumption, which is
termed the composition effect, and that of the net imports.

8See Onder (2012) for a review on key issues on trade and climate change.



for the majority of the clean-up from 1998 to 2007, while changes in the composition of
industries had a negligible effect. Section 5 looks at the fossil fuel consumption of the
industrial sector and illustrates that most of the technique effect was manifested in reduced
energy use, while fuel switching and improved efficiency in the power sector did not make
much of a contribution. Section 6 shows that over the same period, emissions embodied
in the increased net imports of the United States amounted to less than one third of
the clean-up due to the technique effect. Therefore, shifting carbon-intensive production
overseas contributed at most a minor share, less than one fourth, of the overall clean-up
of U.S. industry. The last section concludes.

2 Related Literature

Decomposition analysis has deep roots in economics, dating back to Leontief’s (1970)
analysis with an extended input-output framework. A large number of studies have applied
the decomposition methodology to analyze pollution, energy use, as well as other issues
to understand trends over time or differences across regions.” It provides an intuitive
tool to attribute the changes in a variable of interest to a number of different factors,
for instance, the previously mentioned composition and technique effects. Generally, the
decomposition exercise is viewed as a preliminary step for the analysis of fundamental
determinants of the movement in the variable of interest. The next step involves relating
the decomposed effects to elements such as government policies or market forces, using
an equilibrium model of the economy. The decomposition exercise can be particularly
useful if the fundamental determinants that matter for structural change are substantially
independent from those that matter for technological change. In the case of carbon
emissions, the compositional shift is typically driven by product market considerations,
namely the demand-side factors in both domestic and international markets; while the
changes in emissions intensities are usually due to factor market or supply-side reasons
such as fuel switching or innovations in the production and abatement technologies. While
these factors are not completely independent, as they may all be tied to the relative
prices of the goods from different industries, decomposition analysis does offer valuable
information on the nature of the movement in overall emissions levels.

The usefulness of the methodology as an analytical tool for policy making on national
energy and environmental issues has been widely acknowledged, though there is yet to
be a consensus on which decomposition method is the best. Most of the decomposition

9Decomposition analysis has also been widely used in labor economics (see Fortin, Lemieux & Firpo,
2011, for an overview). A key difference between the application in that literature and the application to
emissions or energy use is that the former case lacks a clear structure unlike the latter. As to be shown
in the paper, the overall emissions can be written as a deterministic function of the emissions intensities
and industry outputs, which are then related to the decomposed effects. There can be interactions
between these effects, and hence the decomposition can include a residual term. However, this is different
from the unexplained component of a decomposition without a clear structural form and the structural
coeflicients need to be estimated. Because of this difference, there is less concern for identifying causality
in the current application. The causes that lead to the decomposed effects are beyond the scope of the
decomposition analysis itself.



studies fall into one of two categories, index decomposition analysis (IDA) or structural
decomposition analysis (SDA). The IDA, sometimes referred to as “index number analy-
sis,” adopts methodologies based on economic indices such as the Divisia or the Laspeyres
indices. Over the years researchers have proposed various improvements (for a summary,
see Ang, 2004), and a selection of the IDA formulations are presented in the appendix
to this paper. The IDA has always been a popular tool with its relatively low data re-
quirements. It only needs industry-level data within the disaggregated industries, i.e., it
uses output per industry for the economic decomposition. Not surprisingly it has been
applied to a large number of time periods and countries (for reviews, see Ang and Zhang
(2000) and Liu and Ang (2007)). On the other hand, the SDA, also referred to as the
“input-output decomposition analysis,” combines industry-level data with input-output
tables. The decomposition is therefore based on the input—output coefficients (matrix) in
addition to the final demand of each industry. Thus, the SDA is capable of distinguishing
between a range of technological effects and final demand effects that are not possible in
the IDA framework (Hoekstra and Van der Bergh, 2003). With increased availability of
input-output tables and further methodological improvements, the SDA has become more
widely adopted in recent years (for reviews, see Rose (1999), Liu (2004) and Su (2011)).

The literatures on the IDA and the SDA have been developed largely independently of
each other. However, despite their differences, the techniques employed in the analyses,
particularly the various weighting methods, can be transferred from IDA to SDA, and
vice versa (Hoekstra and Van der Bergh, 2003).!1% In the current paper, elements from
both the IDA and the SDA approaches are utilized. The main analytical tool is an IDA
method similar to a Laspeyres index, following Levinson (2009). When analyzing the
emissions embodied in international trade, the emissions intensities used are derived from
an input-output framework akin to SDA.

With the popularity of decomposition analysis, there have been quite a few appli-
cations to U.S. COy emissions. Studies published prior to 2004 cover various periods
spanning the 1960s through the 1990s. Studies focusing on specific sectors found that
a decline in energy intensity contributed the most to reducing carbon intensity of U.S.
manufacturing, while structural change had a smaller but significant impact (Torvanger,
1991; Golove and Schipper, 1996; Greening, Davis & Schipper, 1997; Schipper, et al.,
2001). In the transportation sector, similar conclusions were reached (Scholl, Schipper &
Kiang, 1996; Lakshmanan and Han, 1997) except for freight (Greening, Ting & Davis,
1999). The story is no different in the residential sector (Schipper, Hass, & Sheinbaum,
1996; Greening, Ting & Krackler, 2001). Therefore, it is not surprising that, at the level
of the aggregate economy, energy intensity was identified as the most important driver
behind the downward trend of emissions intensity (Golove and Schipper,1997; Schipper,
Ting, Khrushch & Golove, 1997; Sun and Malaska,1998; Hamilton and Turton, 2001). All
the aforementioned studies used IDA methods. Casler and Rose (1998) provides a rare
study using SDA applied to U.S. COy emissions and shows that substitution within the

0For example, Lenzen (2006) shows the similarity, in additive form, between the Shapley/Sun method
in IDA (Ang, Liu & Chew., 2003) and the Dietzenbacher-Los (1998) method in SDA. In multiplicative
decomposition, de Boer (2009) shows that the generalized Fisher Index (Ang, Liu & Chung, 2004) in IDA
is identical to the multiplicative form of Dietzenbacher-Los in SDA.

4



energy sector and between energy and other inputs were the leading causes of the decline
in emissions from 1972 to 1982.

More recent studies of COy emissions have provided alternative perspectives to the
issue. Vinuya, DiFurio & Sandoval (2010) decomposes COq emissions by each state in
the United States and shows that efficiency gains, a lower share of fossil fuels in total
energy consumption, and lower emissions intensities of fuels, all contributed to deceler-
ating emissions growth in the United States from 1990 to 2004. Malla and Im (2011)
decomposes CO, emissions from power generation in the United States from 1990 to 2005
and attempts to forecast future emissions with estimates of component factors. Unlike
older studies, neither includes an effect of structural change in economic activities.

Since most of COs emissions are energy related, studies on energy use and energy
intensity should shed light on the evolution of emissions as well. Earlier research has
shown that the changes in the energy mix and the emissions factors of fuels are not
important drivers for emissions trends for the United States largely from the 1960s to the
1990s. Therefore, the forces behind the trends in energy use or energy intensity should
translate into factors affecting COs emissions and carbon intensity. Among the large
number of decomposition studies of U.S. energy use or energy intensity covering similar
periods, the majority agree that declining sector-specific energy intensities were the most
important factor contributing to lowering the overall energy intensity of the U.S. economy,
with structural change taking a secondary role (Liu and Ang, 2007).

Interestingly, since the mid-2000s, there have not been as many published decomposi-
tion studies of U.S. energy use, despite its continued popularity in applications to other
economies. A number of recent studies of the aggregate U.S. economy seem to suggest
that structural change has become more important since the 1990s. A study by the Office
of Energy Efficiency and Renewable Energy of the U.S. Department of Energy (2012)
analyzes the U.S. energy intensity trend from 1985 to 2004 and concludes that, out of
a 27% decrease in energy to GDP ratio during the period, a shift in the composition of
the economy caused a 17% decline, while the remaining 10% was achieved by improving
energy intensity within individual subsectors or industries. Huntington (2010) finds that
shifts between 65 industries in the commercial, industrial and transportation sectors ac-
counted for almost 40% of the reduction in the U.S. economy’s aggregate energy intensity
from 1997 to 2006, with the figure rising to 54% when transportation is excluded. Weber
(2009) uses both IDA and SDA methods to analyze the changes in U.S. energy use from
1997 to 2002 and concludes that changes in the structure of the economy explain the
12% drop in energy intensity more than increased energy efficiency. On the other hand,
Metcalf (2008) suggests that roughly 75% of the decline in U.S. energy intensity from
1970 to 2003 resulted from efficiency improvements.

There are several potential reasons that empirical results from different studies may
not agree. First, since the authors may use data from different sources, adopt different
measures of economic activities, or cover different time periods and/or different sectors of
the economy, some differences are natural. Though it may well be the case that, for the
overall economy, structural shifts between the major sectors have become more important,
efficiency improvements may still be the driving force in reducing sector-level energy or
emissions intensity. This paper attempts to determine whether this is the case in the



industrial sector. The analysis also employs the most recently available emissions and
production data, which may reveal patterns different from earlier data.

Second, the relative importance of technology, or energy efficiency, and industrial
structure, or product mix, often depends on the level of aggregation in the decomposition
analysis (Weber, 2009; Su, Huang, Ang & Zhou, 2010). Some studies conduct the analysis
at a more aggregated level lacking detailed industry classification due to data limitations.
Since most studies can only assess technology indirectly as a residual, after accounting for
composition effects, analyses at more aggregated levels inevitably misclassify some within-
sector compositional variations as technique changes. The finer industry disaggregation
used in this study makes it less likely to exaggerate the role of technology in emissions
abatement.

A recently developed literature, closely related to the decomposition and input-output
analysis is the one on emissions embodied in international trade (for reviews, see Wied-
mann, Lenzen, Turner & Barrett (2007) and Wiedmann (2009)). Adopting the methods
used to analyze the traditional factor content of trade, these studies try to assess the
emissions content of goods traded between economies and calculate a balance of emis-
sions traded for certain individual economies, as well as pairs or groups of countries.
The results are used to assess the impacts of trade on countries’ carbon footprint and
potential carbon leakage of climate change policies. The United States and other indus-
trialized countries have been found to be large net importers of embedded carbon (see,
for instance, Peters and Hertwich (2008)). Naturally, this observation and the increase
in global trade have been linked to the structural change of the United States and other
high-income economies and it has been suggested that rich countries have become cleaner
by relocating production of pollution-intensive products elsewhere.

Interestingly, despite such broad claims, few studies have directly addressed the role
of international trade in reducing the emissions intensity of developed economies. This
paper attempts to fill this gap by assessing the importance of international trade on the
clean-up of U.S. industry. One recent study that offered particular insights used in this
paper is Levinson’s (2009) analysis on air pollution from U.S. manufacturing. Using data
on disaggregated industries, he shows that the technique effect dominates in the clean-up
of U.S. manufacturing in the past several decades. Increased international trade explains
less than one third of the reduction in pollution from composition changes, and only one-
tenth of the overall pollution reduction of the sector. This paper draws on Levinson’s
method of presenting time trends and provides a more complete picture of the evolution
of CO4 emissions from U.S. industry, in addition to decomposition results between end
years. The SDA approach for analyzing embodied emissions in international trade is also
adopted.

3 Data

This section describes the data used in the analysis. Data on total industrial CO4 emis-
sions are obtained from the U.S. Greenhouse Gas Inventory Report by the EPA (2012). To
conform to the definition of industry adopted in this study as well as the energy use data



from the EIA, the sum of the reported CO5 emissions from the industrial and agricultural
sectors is used as the total for industry. Emissions from power generating industries are
distributed to end-use sectors. Hence, the overall industrial COy emissions used here in-
clude direct emissions from agriculture, mining, construction and manufacturing, as well
as indirect emissions embodied in purchased electricity used in those activities. The ma-
jority of CO5 emissions from this aggregated sector come from manufacturing, accounting
for just about 80%.!

CO, emissions intensities of disaggregated industries are drawn from a report by the
Economics and Statistics Administration (ESA) (2010). The underlying data are those
from the Manufacturing Energy Consumption Survey (MECS) by the EIA for the years
1998, 2002 and 2006 as well as the EIA and the EPA’s emissions inventory data for the
relevant years. Direct emissions are estimated by distributing the reported emissions of
more aggregated sectors to disaggregated Iliad'? industries based on energy use data.
As with the case of overall emissions, emissions from power generating industries are
distributed to end-use industries. In addition to energy-related emissions, major process
emissions and emissions from non-energy use are also accounted for. Total embodied
emissions in the output of each industry, taking into consideration the emissions content
of intermediate inputs, are estimated using an input-output framework similar to SDA.
Emissions embodied in imported inputs are assumed to be the same as their domestic
counterparts. The emissions data are combined with real gross output data from the
BEA (2012) to estimate the emissions intensities of respective industries. Gross output
is chosen as the unit of economic activity rather than value added for two reasons. First,
value added or GDP data are only available for disaggregated industries in manufacturing,
but not for those in agriculture, mining or construction. Second, international trade data
are typically reported as the value of shipments, which corresponds more closely to gross
output rather than value added.

International trade data are taken from the U.S. Census Bureau.!® The raw data
in the 8-digit Harmonized System (HS) classification are then aggregated to the 6-digit
North American Industry Classification System (NAICS), using concordances provided
by the Census Bureau and Pierce and Schott (2009).

Sectoral energy use by fuel type, the COy emissions conversion factors of the various
energy sources, and the related CO, emissions are obtained from the Annual Energy
Review of the EIA (2012). Note that these emissions are less than those reported by the
EPA | since they only include CO5 emissions from energy use, and not process emissions,
etc.

"The percentage is calculated using data from the Economics and Statistics Administration (ESA) for
the years 1998, 2002 and 2006.

121liad stands for Interindustry Large-scale Integrated And Dynamic model of the US. It is a detailed
input-output model developed by the Interindustry Forecasting Project at the University of Maryland
(Inforum). Based on the 2002 North American Industry Classification System (NAICS), it has 360
input-output sectors, out of which 265 are in agriculture, mining, construction and manufacturing,

13The data for years 1990 to 2005 are obtained from Schott (2008), and those for years 2006 to 2010
are from data disks published by the Census Bureau (2007-2011).



The units of analysis are the BEA’s input-output industries, based on NAICS. With
237 industries, it is the most detailed common disaggregation of the data assembled
for this study. All data are converted using appropriate concordances. This level of
disaggregation provides far more detail than recent decomposition analysis of U.S. CO,
emissions or energy use. Although there were studies using more than 480 industries in
the 1980s, more recent studies typically use fewer than 50 industries in the aggregate
economy and fewer than 30 industries in the industrial sector (Liu and Ang, 2007). More
importantly, this approach helps to mitigate the aggregation issue discussed in section 2
and allows a clearer interpretation of the result.

It is worth noting that there are a few potential issues with the data. The first is the
limited availability of emissions data by disaggregated industries, which limits the analysis
to a short time span. The greening process of U.S. industry has been ongoing since the
1970s. According to the EIA’s emissions data, industrial CO, emissions from energy use
hit its highest level in 1979. From then until 2007, emissions have decreased by more
than 12%, while real GDP of private goods producing industries has almost doubled. The
EPA’s earliest emission data go back to 1990. From then until 2007, industrial emissions
increased by two percent while real GDP grew 55%. Nonetheless, the available period from
1998 to 2006 coincides with the time between the most recent peak of industrial emissions
in 1997 and the Great Recession. It should provide valuable information without having
to worry about the economy in a severe crisis, and may reveal new patterns different
from those previously discovered. In addition, following Levinson (2009), the scale and
composition effects can be projected using only the base-year (1998) emissions intensities,
and a series of yearly decompositions can be presented for a more complete illustration of
the process.

A second issue is the discrepancies between the emissions data provided by the var-
ious sources. CO, emissions from energy use, directly from the EIA, are only used in
decomposing the fuel mix. The emissions data from the EPA and the ESA are reasonably
similar. Overall CO, emissions attributed to the industrial sector by the ESA are larger
than those reported by the EPA in 1998 and 2002, by about two percent and three percent
respectively. The figures for 2006 are almost the same, with the ESA number exceeding
that from the EPA by less than one tenth of a percent. Since the ESA used emissions
reported by the EIA and the EPA as basis for their calculations, the discrepancies should
have been relatively small. One possible explanation for the ESA figures being larger could
be that the ESA assigns some of the emissions from the transportation sector, namely
those from light-duty vehicles, to the industrial sector (as well as households and public
sectors). In this case, the similarity of the 2006 numbers is puzzling. However, this could
be explained by the fact that the ESA used the initial release of the MECS for 2006, while
the EPA figures have been revised later on. Fortunately, for the main analysis based on
the Laspeyres index, only the emissions intensities of the base year and relative changes in
emissions are needed, with units being irrelevant. Any mismatches between the ESA and
the EPA figures will not be a problem as long as the ratio of the true industrial emissions
to the EPA estimates remains constant over time.

A third data issue arises from the need to choose an appropriate price index to de-
flate the nominal measures of economic activity. In certain emissions-intensive industries,



prices may have changed faster than the overall producer price index (PPI) due to fac-
tors unrelated to the nature of the products. Therefore, using the PPI can exaggerate
changes in predicted emissions based on the scale and composition of the industrial sector
as revenues rather than actual quantities are used to measure output. For instance, since
energy-intensive industries are also carbon-intensive, when energy prices rise faster than
the PPI, using the PPI will exaggerate the role of technology in the clean-up. This is
indeed a problem, because the period from 1998 to 2006 has witnessed fast increases in
fossil fuel prices. Therefore, industry-specific price indices are used in the analysis. How-
ever, by doing so, the composition of the industries is sensitive to the choice of base year.
Fortunately, this does not have any significant effect on the results.

4 Technology: An Indirect Assessment of the Tech-
nique Effect

In environmental economics, it is now conventional to think about changes in total
pollution as coming from three sources, the overall size of the economy (“scale”), the mix
of sectors and industries comprising the economy (“composition”), and the technologies
employed in production and abatement (“technique”). Mathematically, total industrial
CO4 emissions, V', can be written as the sum of emissions from each of its component
industries, V;. This in turn can be written as the gross output of industry, Y, multiplied by
the sum of each industry’s share of total output, 6; = Y;/Y, times an emissions coefficient
that reflects the amount of emissions per dollar of real gross output in that industry

Zz:v;/}/;a

or, in vector notation,

V=Y0z (2)

where 6 and z are n X 1 vectors comprising the market shares of each of the n industries
and their emissions intensities, respectively.
Totally differentiating equation (2) yields

dV = 0'zdY +Y7'd0 + Y0'dz (3)

The first term in equation (3) is the scale effect, which explains what happens to
total emissions as the overall size of the industrial sector increases, holding fixed the
composition of disaggregated industries and their emissions intensities; the second term is
the composition effect, which accounts for the changing mix of industries, holding constant
the overall scale and the emissions intensities; and the third term is the technique effect,
which captures changes in emissions levels resulting from varying the emissions intensities,
holding fixed scale and composition.*

14This formulation in total differentials is based on infinitesimal changes. As pointed out by Levinson
(2009), using it for decomposition of discrete-time changes assumes that there are no interaction terms.



Estimating how much of the historical emissions reduction can be attributed to each
of the three effects in equation (3) requires time series data on total emissions V', total
output Y, and each industry’s share of total output 8. The one variable in equation (3)
that is not available by year is z, each industry’s emissions intensity. Therefore, I calculate
the first term and a modified version of the second term in equation (3), and construct
the third term as the remainder. In discrete-time notation,

AV = V-0
= AVy +AVy + AV, (4)
AVy = Y'§”2" - V°
AVy = Y'0"2° —Y'0"2°
AV, = Vt-Y'0"Z°

where the superscripts 0 and ¢ denote the base and the current periods respectively, and
AVy, AVy and AV, are the scale, composition and technique effects. This is effectively
a modified Laspeyres index decomposition in additive form with the following interpre-
tation. AV4y is the change in overall emissions resulting from a scaling of the economy,
holding composition and the emissions intensities fixed; AVy + AVp gives the changes in
emissions resulting from changes in economic activities including both the scale and com-
position aspects, holding emission intensities fixed; AV, captures the residual changes,
resulting from changes in the emissions intensities and their interactions with scale and
compositional changes. Compared to a conventional Laspeyres index decomposition,'®
the scale effect remains the same, while the residual term in the Laspeyres decomposition
is spread over the composition and technique effects in equation (4). The changes in
percentage terms relative to the base-year emissions are then reported. This formulation
uses the base-year, or start-year, emissions intensities, z°. The results may differ from
what they would be if end-year intensities, z’, were used.'® In particular, if over this
time period the dirty industries were cleaned up more, proportionally, than the clean
industries, then using the base-year emissions intensities will underestimate the technique

For instance, changing the scale of industry does not affect the industry composition or the emissions
intensities. Alternatively, we can think of equation (3) as assuming that all of those interaction terms are
combined into the third term, the technique effect, which will be a remainder of changes after accounting
for the first and second terms. This is equivalent to a Laspereys index decomposition with the residual
term added to the third term.

15See the method (a) in the appendix for a description of the Laspeyres index methods. A Laspeyres
index decomposition of equation (2) in the additive form is

AV = AW +AVe+ AV, +AVgr

AVy = Y'Yz — V0
AVy = Y97z — VO
A‘/z _ YO@O/Zt _ VO

and AVg is a residual term consisting of the interaction terms of the scale (AVy ), composition (AVp)
and technique (AV}) effects.
16Tn this case, the scale, composition and technique effects are formulated as follows.
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effect (in percentage terms). Hence, by using the base-year intensities, it gives a con-
servative estimate of the role of technology. On the contrary, if over this time period
the emissions-intensive industries cleaned up less relatively, the role of technology will be
overstated. Based on the available data on the emissions intensities in years 1998, 2002
and 2006, it appears that neither scenario is a concern, as the correlations between the
initial-period intensities and the percentage changes in the four or eight years afterwards
are very weak.

Figure 3 illustrates the analysis for industrial COy emissions. Line (1) plots the trend
for CO4 emissions from U.S. industry, as reported by the EPA and scaled so that the 1998
emissions equal 100. The emissions in 2007 are 4.6% below the 1998 level. This represents
the combined scale, composition, and technique effects, or AV in equation (4), relative to
base-year emissions, V. Line (2) depicts the total real gross output of the U.S. industrial
sector, deflated using sectoral price indices and scaled so that the 1998 value equals 100. If
the mix of industries making up the industrial sector had remained constant, i.e., d8 = 0,
and the technology of production and abatement had remained constant, i.e., dz = 0,
line (2) represents how emissions would have changed over time. This 7.9% increase from
1998 to 2007 is the scale effect, or AV4y-. Line (3) in the figure is the result of multiplying
each industry’s real gross output in each year (Y;') by the COy emissions coefficient in
1998 (z?) and aggregating across industries to obtain Y*0"z°. It represents what CO,
emissions would have been in each year if each industry had produced its concurrent
output, but used the production and abatement technology from 1998. This combines
the scale and composition effects, AVy + AV, which added up to 8.5% from 1998 to 2007.
Line (3) lies slightly above line (2), indicating that the composition of the U.S. industrial
sector had shifted slightly toward industries that emit CO5 more heavily. The difference
between line (3) and line (2) suggests that the composition effect, AVp, had led to an
increase in emissions of about 0.6%. This effect is small and not consistent over time. As
can be seen in the figure, in 2006, the composition effect suggests a slight move toward
cleaner industries relative to 1998. Lastly, the technique effect, AV,, is the difference
between lines (1) and (3). From 1998 to 2007, the scale, composition, and technique
effects together accounted for a reduction of COy emissions by 4.6%, while the scale and
composition effects alone would have implied an increase in emissions of 8.5%. Therefore,
the technique effect must account residually for a 13.1% decline in emissions, offsetting
the opposite forces of the scale and composition effects.

It is not surprising that improvements in technology turn out to be the most impor-
tant factor contributing to the clean-up. What is interesting, however, is that changes in
industry composition had little effect. If anything, U.S. industry seems to have shifted

AVy = VT _yte?'zT
AVy = Y'0T'zT —vte'z"
AV, = YUz — V!

Compared to a conventional Paasche index decomposition (See the method (b) in the appendix), the
technique effect remains the same, with the residual term spread over the other two terms.
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toward more emissions-intensive industries over the period. Previous studies have gen-
erally found the composition effect to be of the other direction, i.e., toward a cleaner
mixture of industries, and of a large magnitude (Weber, 2009; Huntington, 2010). There
are two plausible explanations for the different findings here. First, this study covers only
the industrial sector, while the other studies apply to the overall economy. Therefore,
broader structural changes between aggregate sectors, such as a shift from manufacturing
to service, will not be captured in the current analysis. Rather, this will be reflected as a
smaller scale effect, i.e., the industrial output had grown more slowly than it would have
had it maintained the same share of GDP. Second, this may indeed be a new pattern
revealed by more recent data. Looking closely at lines (2) and (3) in Figure 3, one can
see that indeed the composition shift was toward cleaner industries in the late 1990s.
However, the trend has been reversed in the 2000s, generating a net composition effect
that is negligible. This can potentially be attributed to the lack of a national climate
change policy in the United States. While other industrialized countries committed to
quantitative GHG emissions targets under the Kyoto Protocol, the United States had not
and did not plan to ratify the protocol which went into effect in mid-2000s. This unique
position, absent of carbon taxes or cap-and-trade systems, has contributed a U.S. compar-
ative advantage in producing more carbon-intensive goods. Though these compositional
shifts are small and could be affected by a number of factors

As mentioned in Section 2, there have been a multitude of decomposition methods
proposed and utilized in empirical research. Each index has its advantages and short-
comings. Generally, alternative decomposition methods provide similar results, though
differences could be significant at times. To provide a robustness check for the analysis, I
calculate a variety of decomposition indices for comparison and present the results in the
appendix. In all cases, the results are qualitatively similar to those presented above.

5 Energy Demand and Fuel Switching: Decomposing
the Technique Effect

The previous section shows that the technique effect is responsible for the clean-up
of the U.S. industrial sector. This section takes a closer look at this effect and attempts
to allocate credit to different types of technique changes, using a different set of data.
Two main technological advances are directly related to energy use, which is the largest
source of CO, and of overall GHG emissions. One of these is the improvement in energy
efficiency or energy productivity. If an industry uses less energy to produce the same
amount of goods, the industrial CO, emissions need not grow as the economy expands.
The other is the change in the fuel mix that the industries employ. Since the different
types of fossil fuels have substantially different conversion factors between their energy
content and carbon content, switching from using a dirtier fossil fuel, such as coal, to a
cleaner one, like natural gas, may significantly reduce CO, emissions.

Potentially, the conversion factors may also vary over time. Nonetheless, in the case
of primary energy sources such as coal, oil and natural gas, the conversion factors are
mainly determined by the chemical makeup of the fuel. Hence, such variations, while
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they do exist across location and time, are very small in magnitude. The lone exception
is electricity, whose conversion factor is in turn largely affected the mix of primary energy
sources used for its generation. Therefore, changing conversion factors is not considered
a major explanation for the technique effect.

This section focuses on energy-related CO5 emissions and leaves out process emissions
from the analysis. CO, emissions from fossil fuels and biomass use, including those
directly by the industrial sector and those indirectly through the use of retail electricity,
account for more than 80% of all industrial CO5 emissions. Similar to equation (1), total
energy-related emissions from industry, V¥, can be written as the sum of emissions from
each of its energy sources, VJE . This in turn can be written as total energy demand from
industry, £, multiplied by the sum of each fuel’s share of total energy, o; = E;/E, times
a conversion factor that reflects the amount of emissions per unit of energy content for
that energy source, ¢; = VJE /E;. Further, the total energy demand, E, can be expressed
by the real gross output of the industrial sector, Y, times the average energy intensity of

the sector, e.
VE=D VI =D Vi =B) oie;=eV ) i (5)
J J J J

or in vector notation,
VE = Ea'c=eYo'c (6)

where o and ¢ are m x 1 vectors comprising the shares of each of the m fuels and their
emissions conversion factors, respectively.
Totally differentiating equation (6) yields

dV¥ = o'cdE + Ec'do + Ed'dc (7)
= eo'cdY +Yo'cde +eYc'do + eYo'de (8)

Equation (7) closely mirrors equation (3). The first term is the scale effect, relating to
the level of total energy use. The second term is the composition effect, which accounts
for the effect of the changing mix of energy sources. The third term is the technique
effect, which captures the effect of the changes in the carbon intensity of various fuel
sources. As discussed earlier, the only major energy source whose carbon intensity may
have substantial moves in the time frame of the analysis is electricity. If the mixture of the
primary sources used in electricity generation changes significantly, electricity can become
more or less emissions intensive. Additionally, if the power stations and the electric grid
become more efficient, hence requiring less raw energy to provide a unit of retail electricity,
the conversion factor for electricity will also become smaller.

Equation (8) further decomposes the energy scale effect into contributions from the size
of the industrial sector and its energy intensity. One may be tempted to label the change
in energy intensity as purely technological; however, it does include the compositional
effects resulting from a restructuring of the industries with varying energy intensities
within the industrial sector.

Figure 4 shows the result of the decomposition following equation (7) in a similar way
to equation (4). From 1998 to 2007, COs emissions from energy use by the industrial
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sector were reduced by about 7.6%, as shown by line (1). The main contributing factor
is a reduction in energy use, represented by line (2), which dropped by about seven
percent during the period. The composition effect, i.e., the difference between line (3)
and line (2), is small and has actually contributed to more emissions, by 0.4%, over the
same period, as much of the shift was from relatively less carbon intensive natural gas to
more carbon intensive petroleum prior to the shale gas boom in the late 2000s. In the
meantime, reduced carbon intensities of the energy sources contributed to a reduction of
CO5 emissions of about one percent. In fact, this technique effect comes predominantly
from a reduced carbon conversion factor for retail electricity. This in turn comes from two
sources. The first is the improved efficiency in the power sector and its delivery system,
resulting in less primary energy use for the same amount of electricity provided for retail
use. The second factor is the mix of primary energy sources for the power sector. In more
recent years, the technique effect has become more pronounced as the emissions intensity
of electricity drops further with gas-powered plants replacing coal generation, with the
shale gas boom providing cheap natural gas on the U.S. market.

The observation that most of the energy-related CO, emissions reduction comes from
lower energy demand despite output growth supports the idea that improved energy
efficiency is an important factor in the greening of U.S. industry. However, there remains
to be determined what exactly drives this reduced energy intensity of the industrial sector.
It can come from adopting new technologies or practice innovations that saves energy, or
from substitution of the energy input with other factors in production, such as labor or
raw materials. After all, the period of 1998-2007 was one that saw crude oil prices rise
from $20 to $80. The increasingly expensive fossil fuels could have potentially induced
firms to engage in more energy-saving arrangements in one way or another. From a policy
perspective, the two possibilities have different implications. If the change was driven by
improved energy efficiency or technological breakthroughs, a policy aiming to replicate
the clean-up may emphasize innovation and technology diffusion. On the other hand, if
most of the changes are a result of input substitution, then market based policies that
affect the relative prices of inputs might be more effective. This is the idea of directed
technological change in the framework of Acemoglu, Aghion, Bursztyn & Hemous. (2012).
Of course, the two aspects are not independent of one another. Both could be responses
to increasing energy prices and both serve to optimize production. The substitution of
production factors is in fact an important component of production technology.

A number of studies have attempted to further pin down the potential causes of the
aforementioned improvement in energy productivity. Casler and Rose (1998) uses SDA
to show that substitution within the energy sector and between energy and other inputs
was the leading cause of the decline in carbon dioxide emissions in the United States over
the period from 1972 to 1982. Sue Wing (2008) uses econometric methods to show that
price-induced substitution of variable inputs generated transitory energy savings, while
innovation induced by energy prices had only a minor impact. Due to data limitations
further analysis is beyond the scope of the current paper.
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6 International Trade: Measuring Displaced Emis-
sions

The previous sections have documented the declining trends in the carbon emissions
and energy use of U.S. industry. In recent years, one focal point of the discussion on
climate change policies has been carbon leakage, i.e., such clean-ups by the developed
economies have simply come from shifting the production of emissions-intensive goods
elsewhere. To analyze whether the experience of U.S. industry in the late 1990s to the
mid-2000s is subject to the same concern, I apply a similar approach to analyze emissions
related to goods traded internationally. Let V™ be the extra CO, that would have been
emitted in the United States had imported goods been produced domestically. This can
be written as the sum of the extra emissions from each imported industry, Y| which in
turn can be expressed as the total value of imports, Y, multiplied by the sum of each
industry’s share in that total imports, 82 = YM /Y™ times each industry’s emissions
per dollar of shipments in the United States, z; = V;/Y;,

SR GEDNAEEED I ®)

or, in vector notation,
VM = yMghy (10)

where 8" and z are n x 1 vectors comprising the import shares of each of the n industries
and their emissions intensities, respectively.

Note that V™ does not measure the emissions occurring overseas as a consequence of
producing the goods for the United States, because other countries could have different
emissions intensities from the United States. In addition, neither does it measure the exact
additional U.S. industrial emissions had those imported goods been produced domesti-
cally, because producing all imports domestically would almost surely alter the relative
prices and affect the domestic emission intensities. Rather, V' estimates the amount of
COs emissions “displaced” by imports, assuming that domestic emissions intensities were
not affected.

Another important issue that needs to be addressed before proceeding with the analysis
is to choose the appropriate measure of emissions intensities. In the previous analysis
of domestic emissions, direct emissions intensities have been used, accounting for only
emissions that are generated directly by the industry making the output.!” The fact that
the emissions generated by intermediate products are not separately calculated does not
matter. The intermediate input of one industry must be the output of another. Therefore,
the emissions embodied in intermediate products are accounted for as long as they are
produced domestically. In the case of international trade, however, ignoring the emissions
embodied in intermediate inputs can significantly underestimate the emissions embodied
in the entire production process of traded goods (Levinson, 2009). To address this issue,
I use total emissions intensities derived through an input-output framework, which takes

ITExcept for emissions in the electricity generating industry, which are distributed to end-use industries.
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into account emissions throughout the production chain. Analysis using direct emissions
intensities is also presented for comparison.

A similar decomposition analysis to equation (4) can be performed on the displaced
emissions. Totally differentiating equation (10) yields

dVM = 0M'zdYM +Y2'd0 + YO dz (11)

where the three terms in the decomposition are the scale, composition and technique
effects respectively. Unlike in previous sections, since the displaced emissions are not
directly measured, but only estimated using current-period trade data and base-year
emissions intensities data, only the scale and composition effects can be estimated.

Figure 5 shows the evolution of emissions embodied in U.S. imports from 1998 to
2010. Total value of U.S. imports, represented by line (1), grew by more than 75% in
real terms from 1998 to 2007. This is the scale effect in equation (11). Line (2) plots
the displaced emissions calculated following equation (10), taking into account emissions
from intermediate inputs while assuming that the emissions intensities stayed constant
as in 1998. It closely tracks the path of the volume growth. This suggests that overall
the mix of U.S. imports did not become more emissions intensive since the late 1990s,
as the difference between line (2) and line (1) represents the composition effect. In fact,
the average imports appeared to have become slightly less emissions intensive in recent
years. Note that an analysis using the direct emissions intensities would suggest a much
stronger clean-up trend in the composition of U.S. imports. The emissions embodied
in U.S. exports are also calculated in a similar fashion, and are presented in Figure 6.
The U.S. exports also grew rapidly, up by 60% from 1998 to 2007. Unlike the imports,
the embodied emissions of the U.S. exports seem to have slightly outpaced their volume
growth. Using the direct emissions intensities would again lower the emissions path, but
not by much this time.

It is also interesting to further disaggregate trade with different partner countries. U.S.
trade was traditionally dominated by its exchange with other industrialized countries, but
imports from emerging markets have been rising rapidly during the time period under
consideration. In 1998, imports from high-income OECD countries represented 52% of all
U.S. imports; exports to these countries accounted for 57% of total U.S. exports. By 2007,
the shares had dropped to 41% and 51% respectively, and further to 35% and 45% by the
end of the decade as the developed economies were slow to recover from the global financial
crisis. Concerns about carbon leakage and competitiveness often surface in debates about
domestic regulations of carbon emissions. Such worries, similar to the pollution haven
theories, focus on trade with the developing nations. Figure 7 shows the decomposition
of the trade-embodied emissions disaggregated to trade with Annex I countries,'® or the
industrialized countries, and the others. Indeed, different patterns can be observed for
the two groups. Apart from the striking difference in growth rates, it is notable that the

18 Annex I countries are those that are parties to the Annex I of the Kyoto Protocol. These include high-
income OECD countries, which are traditionally important trade partners of US, and Eastern European
and some former Soviet states, whose share in US trade is small (less than two percent of imports or
exports throughout the analysis period). Annex I countries committed to quantitative GHG emissions
caps under the Kyoto Protocol.
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composition of the U.S. imports from Annex I countries have become cleaner over time,
while that from non-Annex I economies have become more carbon-intensive. The average
U.S. exports to non-Annex I countries have also become more emissions intensive, though
the exports to Annex I countries have not shown much change in terms of emissions
intensity. These facts are consistent with the findings of Wang (2012) that the United
States is importing more emissions-intensive products from countries with less stringent
climate change policies. The differential paths in the trading patterns suggest that such
concerns about carbon leakage are not completely off base.

The strong growth in international trade, particularly in imports, led to more than a
doubling of net imports for the United States, as shown by line (1) in Figure 8. Though
the net imports do not appear to have become more emissions intensive, the rise in its scale
has sizable implication for the emissions picture of U.S. industry. Figure 3 illustrates the
last step in the analysis, estimating the fraction of the U.S. emissions reduction that can be
explained by changes in the combined scale and compositional variations of international
trade. Using emission intensities of 1998 and replacing the imports in equation (10) with
the changes in net imports from 1998, I obtain an estimate of CO45 emissions displaced by
the changes in net trade from 1998 had technology remained unchanged since then. By
2007, this would imply a four percent increase in emission relative to the 1998 level. Line
(4) in Figure 3 uses this series. Holding technology fixed as of 1998, line (4) plots what
U.S. industrial CO5 emissions would have been if the all increased net imports since 1998
had instead been produced domestically in the United States. The difference between
line (3) and line (4) therefore represents the contribution of net trade changes to the
clean-up of U.S. industry. From 1998 to 2007, this net trade change effect of negative four
percent amounts to about one third of the scale effect and a little less than one fourth of
the total clean-up from the combined scale, composition effects and no-net-trade-change
scenario, i.e., the difference between line (1) and line (4). The remaining three quarters
are attributed to the technique effect.

It should be noted that this no-net-trade-change scenario, similar to all the displaced
emissions calculations, represents a purely partial-equilibrium analysis. In no sense does
line (4) in Figure 3 represent what the level of U.S. industrial emissions would actually have
been absent trade growth even if technology stayed constant. It is merely an accounting
exercise, asking what fraction of the clean-up of U.S. industry can be matched to increased
imports. In fact, if the United States imports the carbon-intensive goods because they
are less expensive when produced abroad, then in the absence of trade growth the U.S.
economy would likely produce and consume fewer such carbon-intensive goods.

7 Conclusion

The analysis suggests that recently most of the carbon emissions reduction in the
U.S. industrial sector has come from changes in technology, rather than from increases
in net imports or changes in the types of goods produced domestically. From 1998 to
2007, industrial CO, emissions decreased by 4.6%. The technique effect is by far the most
important driving force, which accounts for almost all of the reduction in emissions. With
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respect to international trade, the effect of increased net imports amounts to less than one
third of the technique effect, or less than one fourth of the total clean-up of U.S. industry.
Furthermore, most of the technique effect can be attributed to improved energy efficiency
in the industrial sector, with fuel switching playing a minor role.

The decomposition exercises are rather mechanical, and they are meant to serve as
a first step in identifying the forces driving carbon emissions as well as opportunities
for further environmental improvement. A useful accompanying exercise would be to
decompose the changes in carbon emissions of the aggregate economy and find out if the
findings on the industrial sector generalize to the wider economy. An interesting follow-up
study would be to assess the drivers behind the downward trend in energy demand, as
mentioned in section 5. Despite a lack of COy emissions regulations at the federal level,
there have been plenty of state and regional policies attempting to address climate change
in the United States. Did any of these or other environmental regulations have an impact
on energy uses? Was it caused by innovation and improvements in technology or do
energy prices play a more important role? Further analysis should provide more insight
into the evolution of U.S. GHG emissions as well as the impacts of potential policies.
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Appendix: Alternative Decomposition Analysis

As explained previously, the decomposition analysis featured in the main text largely
amounts to an additive version of the Laspeyres index. To provide a robustness check for
the analysis, I present in this appendix alternative IDA results for comparison.

A couple of data related issues are noted here. First, since calculating the indices, other
than the modified Laspeyres used in the main text, requires detailed emissions coefficients
at both the start and end periods, the indices reported are for changes between years
1998, 2002 and 2006, the years for which data are available. Second, the overall industrial
emissions data utilized in the indices are also different from the series used in the main
analysis. While the yearly emissions levels used before come from EIA | the emissions data
in the IDA are from ESA, which conform with the emissions intensities data available.
This results in different estimates of the changes in industrial CO, emissions over the
years.

The indices are presented in Tables 1 through 2. The methods included are some
of the widely adopted and recommended in decomposition analysis and related research
(Ang, 2004). The traditional Laspeyres and Paasche methods produce sizable residues,
sometimes larger than certain component effects. This can be attributed to weighting
solely based on the starting or ending period. When the analyzed period is longer and
changes are larger, the interaction effects of the different main components can become
more pronounced and it results in large residue changes unaccounted. Nonetheless, these
two methods still yield decomposition results in line with the other methods. The results
suggest a similar story to the analysis in the main text. The technique effect has been
the main driving force behind the reduction in the U.S. industrial COy emission since late
1990s. It accounts for about four fifths of the clean-up (after accounting for the increase in
scale), which the rest one fifth coming from the composition effect. The composition effect
appears to be larger than claimed in the main text. This is partly due to the difference
in end year. It can be seen in Figure 3 that by 2006, the composition effect does give a
small contribution to the clean-up, but it vanishes after that.

Table 4 provides a similar presentation of IDA of industrial COy emissions from energy
use, offering a comparison to section 5. Since the emissions intensities data by fuel is
available for all years, I provide the result for the period between 1998 and 2007, the focal
period in the main text. This time, all methods provide remarkably similar decomposition
results. They confirm the story that reduced energy use, or the scale effect, is by far the
most important factor in the decline of energy-related COs emissions from U.S. industry,
accounting for more than 88% of the changes. The composition effect, or the changing
energy mix, has a very small impact increasing emissions. The magnitude of the technique
effect, mainly due to improved efficiency in the electricity sector, accounts for about one
seventh of the decline of industrial energy intensity.

A summary of the decomposition methods used follows.
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Summary of Index Decomposition Formulae

Assume that V' is an aggregate, there are n factors, V = > . 21 ,29;...2,,; and V; =
X1,iT2;...Tn,, Where ¢ denotes an attribute of the aggregate such as an industry or fuel
type. Further assume that from period 0 to period T' the aggregate changes from V0 =
Soiaday i al to VI =37l al ] ;. Then a multiplicative decompositions is

Dtotal - VT/VO - Dmlngu-DmnDresidue
and an additive decomposition is
A‘/;fotal = VT - VO = AV;U] + Avxz + ...+ Avxn + A‘/residue

where D, csigue ad AV, cgigue are residual terms. Some methods do not have a residual term
by design and are called perfect decomposition. Hence, calculations following equation
(4) yield perfect decomposition. Note also that the additive decompositions in the tables
are presented as a fraction of base period aggregate.

The relevant formulae for the methods are summarized below.

(a) Laspeyres index methods

The conventional Laspeyres index uses base period weights. The formulae of the effect
of the kth factor are:

Multiplicative:

o T 0
DL — D T T

o 0 0 .0

L _ o T .0 o .0 0
AV, = E Ty o T o Ty — g LY ooy
i i

(b) Paasche index methods
The other basic index, Paasche, uses end period weights.

Multiplicative:
S ol al Tl
P o ix17z‘--a$k’i---xn’i

T T 0 T

P _ T T T T ,0 T
AV, = E Ty g oLy — 5 Ty ooy
i i

(c) Fisher index method
The Fisher “ideal” index is calculated as the geometric mean of the Laspeyres and

Paasche indices.
DI = \/ DL DP
Tk T Tk

Multiplicative:

The Fisher index gives perfect decomposition.

(d) Log mean Divisia index methods (LMDI I)

The LMDI I methods take a rather simple form and give perfect decomposition.

Additive:

Additive:
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Multiplicative:

LIV [,
Dz = exp (me 0

Additive:

Lri

T
AV, => LV, V) (x’g)

where function L(a, b) is the logrithmic average of two positive numbers a and b given by

Lab) = —2=0 o azb

Ina—1Inb
= a for a=05.

(e) Arithmetic mean Divisia index methods (AMDI)

The AMDI methods employ an arithmetic mean weight function instead of the log
mean weight function used in LMDI I methods. Their formulae are therefore slightly
simpler. The decomposition results they give are often close to those from the LMDI I,
though they do not give perfect decomposition.

Multiplicative:
LV VN [k
Dxfexp(Za(w*W)m(xgi

7

Additive:

T
NS % (V7 4+ V) In (%)
i kyi
(f) Generalized Fisher index method
The modified Fisher ideal index method gives a perfect multiplicative decomposition.
The general formulae are a little complicated (see Ang et. al. (2004) for detail) When
decomposition involves only two factors, it is identical to the Fisher ideal index. In the
case of the analysis performed here, there are three factors and the formulae are given
below (subscript 7 in all variables are omitted for conciseness):

1

_ L _1

T,..0,.0 T,T,.0 T,.0..T\ 2 T,T.T|?3
D - lex2x3 (Z%%% Z%xz%) le%xs
T 0..0..0 0..T..0 0.0.T 0.T,.T
>_ajwory \ Do ajwgwy Y aiwyws D> Ty 3

1

_ L _1

0,.7,.0 T.T,0 0,.7,T\ 2 T,T,.T|?3
D _ > TTy Ty <Zx1x2x3 Z%%%) > T Ty T3
T2 0..0..0 T.0..0 0.,.0,.T T.0,.T
Z%xﬂs > T 9Ty Y wTYTs > T Ty

1

_ L 1

0,.0,7 T,.0,T 0,.T.,.T\ 2 T,7,..T|3
D o > TTyT3 <2371952373 25’715"29‘;3) > T T, T3
T3 T 0..0..0 T..0..0 0..7,.0 T, T,.0
Yo wiwyry \ Y wiwowy Y wiwy a > T T Ty

(g) Shapley/Sun method
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Sun (1998) proposed an additive decomposition method which is identical to the Shap-
ley decomposition used by researchers in cost allocation problems. This method creates
perfect decomposition by distributing the interaction terms in the conventional Laspeyres
index method to the main effects. It has therefore been referred to as the refined Laspeyres
index method. The formulae for the three factor case are:

1 1

AV, = Z Azyz9z] + 5 Z Axy (Axgxg — :chxg) + 3 Z Ar1AxsAxs
1 1

AV, = Z 1) Azyz + B Z Axy (A$19€g — ZE?AIg) + 3 Z Axr1AxyAxs
1 1

AV = ) afnyAus+ 5 Y Awg (Awiah — i{Ars) + 2 ) AniAwpAry

where Axy, = ] — ).
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