
Honors Exam in Real Analysis and Probability

Please answer as many questions or parts of questions as you can. You
may quote and use standard results, as long as they are fully explained and
justified. You may also use the statement of any part of a question in any
subsequent part. Show all work. Good luck!

1. (a) Let {an} be a sequence of nonnegative numbers and suppose that
limn→∞ an = 0 and

∑
an = ∞. Show that for every 0 < p < q,

there is a finite set of terms {an1 , . . . ank
} with p <

∑k
i=0 ani

< q.

(b) A series diverges unconditionally to infinity if every rearrangement
of the terms diverges to ∞. Show that a series

∑∞
i=0 xi diverges

unconditionally to ∞ if and only if the sum of the positive terms
of {xi} diverges to ∞ and the sum of the negative terms of {xi}
converges.

2. (a) Let C1 be the space of all real-valued functions on [0, 1] for which
f ′ is continuous on [0, 1]. Show that for any function f ∈ C1,

limn→∞
∫ 1

0
f(x) sin(2πnx)dx = 0. (Hint: integrate by parts.)

(b) Show that if fn : [0, 1] → R are integrable and converge uniformly

to some f ∈ C1, then limn→∞
∫ 1

0
fn(x) sin(2πnx)dx = 0.

3. Let P be the set of polynomials defined on R.

(a) Show that for any function f(x) =
∑∞

i=0 aix
i, where the power

series converges absolutely on R, there is a sequence of polynomials
p1, p2, . . . ∈ P such that limn→∞ pn(x) = f(x) for every x ∈ R.

(b) What is the set of all functions f for which there exist pn ∈ P
such that the sequence {pn} converges uniformly to f on R? Prove
your answer is correct.

4. (a) Let f : R → R be differentiable on all of R and assume that
f ′(x) 6= 1 for any x. Prove that there is at most one point t ∈ R
for which f(t) = t.

(b) We say that f(x) = O(g(x)) as x → ∞ if there is are constants
c, M > 0 with f(x) ≤ cg(x) whenever x ≥ M . Suppose that a
real-valued function f is differentiable on (0,∞) and that f ′(x) =
O(x) as x →∞. Prove that f(x) = O(x2) as x →∞.
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5. Suppose that a function f : U → R is n times differentiable on some
open interval U containing x0. Assume that f (n) is continuous on U
and that n is the smallest positive integer with f (n)(x0) 6= 0. Prove
that if n is odd then x0 is a not a local minimum or a local maximum
for f .

6. Let (X, ρ) and (Y, σ) be metric spaces. Define X × Y := {(x, y) : x ∈
X, y ∈ Y } and τ((x1, y1), (x2, y2)) := ρ(x1, x2) + σ(y1, y2).

(a) Prove that (X × Y, τ) is a metric space.

(b) Let (X, ρ) be compact. If f : X → Y , prove that f is continuous if
and only if the set Gf = {(x, f(x)) : x ∈ X} is compact in X×Y .
Gf is called the graph of f .

(c) Give an example of a map f : R → R such that Gf is closed in
R2, but f is not continuous.

7. Let {Sn : n ≥ 0} be a simple symmetric random walk on Z with S0 = 0
and let {S ′n : n ≥ 0} be another simple symmetric random walk on Z
with S ′0 = 2. Assume that the two random walks are independent of
each other. Let T be the first time the two random walks intersect. Is
P (T < ∞) = 1? Prove or disprove.

8. Repeatedly roll a fair 4-sided die to get numbers Y1, Y2, . . ., which are
values between 1 and 4. Define Xn to the the number of distinct values
rolled in the first n rolls. (So Xn = #{Y1, . . . , Yn}.)

(a) Show that (Xn) is a Markov chain and give the transition proba-
bilities.

(b) Does (Xn) have a stationary distribution? If so, give all stationary
distributions. If not, prove that none exist.

(c) Let T be the smallest n such that Xn = 4. Compute the expected
value of T . (Hint: you may first want to compute the expected
time for Xn to first hit 1, 2, and 3.)
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