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Abstract 

 A physical computer interface system that combines haptic feedback and user motion 

input in three-dimensions is proposed.  The interface will be developed to be suitable for use by 

visually impaired users, although other applications of the system may be investigated.  The 

academic goal is to use knowledge of a broad range of topics including signal processing, control 

theory, digital systems, and computer vision to create a functional product. 
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Introduction 

 This project seeks to implement a 3-D capable haptic computer interface.  The system 

will be able to track and recognize user motion and provide appropriate tactile responses through 

the haptic interface.  The underlying system is potentially applicable to a number of novel 

interface paradigms; however, the project will primarily focus on developing the system into an 

interface suitable for visually impaired users, but may explore use in alternative, haptically 

enhanced interfaces for sighted users as well.   

 Typical graphical computer interfaces are not well suited to visually impaired users.  

While alternative interfaces, such as screen readers and keyboard access exist, they may not 

always be an ideal solution, especially when used with a program designed without consideration 

for their capabilities.  Being able to navigate a graphical interface positionally, as was intended, 

may prove useful for some applications.  A combination of haptic and audio feedback coupled 

with an input device that relies on absolute positioning, as opposed to relative positioning used 

by mice and trackballs, may prove to be a practical interface. 

 The project will use a rather atypical method for obtaining input: a three dimensional 

camera.  While perhaps not the most practical solution, this will allow for some interesting 

applications in recognizing three dimensional gestures and should allow for a flexible system 

that can be modified for other uses. 

 This proposal outlines the technical background of the project and provides a list of major 

tasks and a schedule for project completion.   

 
Technical Discussion 

 The project consists of two, largely distinct, technical challenges.  The first is to 

implement the input system which collects and processes user input.  The second is to provide 

meaningful feedback to the user through the haptic interface.   

 
Tracking Input 

 While the nature of the sensory feedback provided to the user will change significantly 

depending on the application, a means of capturing three dimensional user input will be integral 

to virtually all possible applications.  At the core of the three dimensional interface system is this 

functional ability to capture and recognize commands given by the user’s motion and interpret 

them correctly.  
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 Before any interpretation of a user’s movements can be made, it is first necessary to 

translate the information into a form that can be processed by the computer.  One solution to this 

problem employs a camera, developed by Canesta Incorporated, which provides a sense of pixel 

depth in addition to the two dimensional information contained in ordinary pixels.  Canesta’s 

technology incorporates an infrared light source and a CMOS pixel array on a single chip.  The 

system (Figure 1) works using the principle of Light Detection and Ranging (LIDAR), which is 

similar to radar except that the target’s range is calculated from the time-of-flight of light as 

opposed to radio-waves. 

 
Figure 1.  Overview of Canesta’s EPT system.   

Soure: http://www.canesta.com/html/sensors.htm 

 

 The three dimensional camera is composed of a CMOS pixel array that captures a two-

dimensional representation of a scene based on the intensity of visible light.  However, an 

infrared source on the chip emits a signal, ( ) ( )tfts m!2sin= , modulated at the frequency fm.  The 

phase, ! , of the reflected signal, ( ) ( )!" #= tfRtr m2sin , depends on the range, d, of the 

reflecting surface as related by ( ) ( )
c

d
fd m

2
2 != "# .  Canesta’s CMOS pixel design allows this 

phase shift to be measured without the complex calculations and filtering required by traditional 

signal processing techniques.  Each pixel contains two photo-sensitive gates which are 

modulated by the same signal as the light source.  Depending on the phase shift, more photons 
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will be incident on one gate than the other.  This voltage difference is proportional to the phase 

shift which is proportional to the target’s range. 

 Canesta’s camera technology presents a powerful solution to the problem of sensing three 

dimensional movements, such as stylus motion and hand gestures.  There are other methods of 

sensing a third, depth dimension, with triangulation from two cameras being the most robust.  

However, this option requires a rigid setup because the relative positions of the multiple cameras 

are critical to the accuracy of the system.  With Canesta’s single sensor system, it should be 

possible to set a few markers to define an input area without careful calibration, allowing a 

working environment to be resized for a particular use or moved relatively easily.  Additionally, 

algorithms for determining which pixels correspond to each other in a triangulation setup using 

two optical systems are computationally intensive, while Canesta’s solution requires little post-

processing. 

 

Haptic Feedback 

 The system is designed to provide haptic, or tactile, feedback to the user.  For visually 

impaired users, feedback needs to accomplish two tasks: providing cues as to where objects are 

located and identifying objects when they are encountered. 

 The first task is the more challenging, as simple vibrations or audible signals are not 

likely to suffice.  The proposal is to use a motor controlled joystick to provide a sense of 

direction as well as distance to a nearby object.  The stick will bend in the direction of the nearest 

object and the angle will be indicative of the distance to the object, where a greater angle 

indicates a greater distance.  Such a device will require a control system to implement.  A simple 

diagram of the basic feedback loop required is shown in Figure 2.  The cues could be made 

context sensitive, letting a user to request the nearest radio button, for example.  The system 

would then ignore other interface elements and help guide the user to the requested object.  This 

joystick will be operated by the hand not being used for input.   

 
Figure 2.  Feedback loop for a joystick controller. 
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 Haptic feedback could also be used to provide identification of interface elements by 

vibrators that create a sense of “texture.”  These vibrators could be in the off-hand joystick 

device or in a stylus held in the input hand.  Auditory feedback will probably be used as well to 

help in identification.   

 Apart from the obvious utility to visually impaired users, haptic feedback may provide 

some advantage in certain circumstances to sighted users.1  Touch is an important sense and 

using it to enhance a user experience may be possible.  The project may investigate this potential 

in the course of usability studies.  

 
Project Implementation 

An effort has been made to identify all important tasks required for the successful 

implementation of the project.  The following is a list of the identified activities and a brief 

description of each. 

 

List of Tasks 

• Task A: Researching existing solutions  

− This task will involve researching existing interface solutions for visually impaired 

users and current uses of haptic interfaces. 

• Task B: Obtaining camera system 

− This task will involve writing and sending out a project proposal to Canesta Inc. to 

obtain a camera development kit.  

• Task C: Getting to know the camera API and  equipment 

− Upon receipt of the camera, its development environment will be studied. This task 

will provide the necessary hardware and software familiarity that will be required 

throughout the project. 

• Task D: Position tracking in 2-D  

− First, a basic capability will be implemented to ensure the system’s functionality. 

This will involve tracking the position of a stylus or a finger within a two 

dimensional coordinate system.   

• Task E: Developing a prototype feedback controller in MATLAB 
                                                
1 The Importance of the Sense of Touch in Virtual and Real Environments, Gabriel Robles-De-La-Torre,  
IEEE Multimedia 13(3), Special issue on Haptic User Interfaces for Multimedia Systems,  pp. 24-30. 
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− This task will involve developing and simulating a haptic feedback system in 

MATLAB.  The algorithm details will be ironed out at this stage. 

• Task F: Programming a micro-controller 

− The working MATLAB simulation will be transferred from software into a 

hardware implementation. 

• Task G: Designing a PCB 

− A printed circuit board for the haptic controller and motors will be designed at this 

stage. 

• Task H: Manufacturing PCB 

− The PCB design from Task G will be sent out for manufacturing. 

• Task I: Developing 3D functionalities 

− Three dimensional capabilities will be implemented at this stage.  This will involve 

developing gesture recognition routines to identify taps, grabs and other signals. 

• Task J: Familiarizing with accessibility API/writing test program 

− If possible the system will interface with existing accessibility APIs in a modern 

operating system.  If this proves too difficult, a test program will be written to 

provide a graphical interface with which a user can interact using the system.    

• Task K: Integrating systems and debugging 

− All components will be integrated into one functional unit. 

• Task L: Testing system 

− The overall functionality of the system will be tested with interesting test cases. 

• Task M: Performing usability studies 

− Experiments will be conducted with a number of subjects utilizing the developed 

system to interact with a test program. This will provide insight into whether the 

developed system is an improvement over other solutions. 

•  Task N: Presenting mid semester progress 

− Progress made by this point in the semester will be presented to an evaluation 

committee. 

• Task O: Writing a draft report 

− A draft for the final project report will be written at this stage. 

• Task P: Writing the Final Report 
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− The final report for the project will be written at this stage. 

• Task Q: Final Presentation 

− All progress made will be presented to an open audience. 

−  

The Critical Path Method 

A critical path method (CPM) analysis was performed on the identified tasks.  Table 1 associates 

expected duration and required effort for the tasks and lists dependencies.  This information was 

used to construct the CPM diagram in Figure 3 and the Gannt Chart in Figure 4.   

 
Table 1.  A Table listing the tasks and estimates of duration and effort to complete them. 

Activity Needs Feeds Duration 
(weeks) 

Effort 
(man-hours) 

A - B 1 15 
B A C 1 30 
C B D, I 1.5 30 
D D K 1.5 24 
E B F 3 30 
F E G 1 24 
G F H 1 20 
H G K 1 1 
I C K 2 30 
J B L 1 30 
K I, D, H L 0.5 12 
L K, J M 0.5 15 
M L O, Q 0.5 10 
N - - 1 20 
O M P 2 60 
P O - 2 60 
Q M - 1 20 
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Figure 3.  A CPM diagram for the project.  The critical path is shown in red.  Note that events A, B, and N which 

occur during vacation or are not directly related to the project’s progress were not assigned early start times.   
 

 
Figure 4.  A GANTT chart for the project. 
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Materials List 
 

 
Figure 5.  Diagram of the envisioned product. 

 
CanestaVision Development Kit.     Cost: TBD 
Microcontroller for Haptic feedback.   Cost: TBD (possibly free sample) 
Motors and vibrators for Haptic feedback  Cost: TBD, ~$50 
PCB for feedback system    Cost: ~$60 (ExpressPCB) 
 
The most expensive component for this project is the Canesta camera.  Canesta has provided 
discounts on the camera for educational purposes.  The camera will be a reusable component.  
After project completion it will be possible to use the camera in other Engineering Department 
courses and projects.   


