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Let's start with **vectors**. In engineering, we are usually concerned with real-valued vectors in 2D or 3D. In short, **vectors are quantities with both direction and magnitude**. Here are some in 2D:

\[
\begin{bmatrix}
-1 \\
-2
\end{bmatrix}
\quad \begin{bmatrix}
3 \\
2
\end{bmatrix}
\]

**Vectors can be added**:

\[
\begin{bmatrix}
3 \\
1
\end{bmatrix} + \begin{bmatrix}
1 \\
2
\end{bmatrix} = \begin{bmatrix}
4 \\
3
\end{bmatrix}
\]
... subtracted:
\[
\begin{bmatrix}
\frac{2}{3} \\
\frac{1}{2}
\end{bmatrix} - \begin{bmatrix}
-1 \\
2
\end{bmatrix} = \begin{bmatrix}
3 \\
1
\end{bmatrix}
\]

... and multiplied by scalars:
\[
2 \cdot \begin{bmatrix}
2 \\
1
\end{bmatrix} = \begin{bmatrix}
4 \\
2
\end{bmatrix}
\]

Together, these operations allow us to construct linear combinations—weighted sums of vectors of the form:
\[
\mathbf{u} = x_1 \mathbf{v}_1 + x_2 \mathbf{v}_2 + \ldots + x_n \mathbf{v}_n
\]

Vectors live in an underlying vector space—for us, typically 2D or 3D. Formally, that's \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \).

\( \mathbb{R}^2 \leftrightarrow " \text{space of real numbers of dimension 2}" \)

Note that addition, subtraction, and multiplication by scalars don't change the underlying vector space!
In contrast to the concept of linear combinations, we can talk about linear independence. A set of \( n \) vectors \( v_1, v_2, \ldots, v_n \) is defined to be **linearly independent** if it is impossible to write any vector in the set as a linear combination of the remaining ones.

**Example:** The sets

\[
\left\{ \begin{bmatrix} 1 \\ -2 \end{bmatrix}, \begin{bmatrix} 0 \\ 3 \end{bmatrix} \right\}
\]

\[
\left\{ \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right\}
\]

are linearly independent. However,

\[
\left\{ \begin{bmatrix} 1 \\ 2 \end{bmatrix}, \begin{bmatrix} 2 \\ 4 \end{bmatrix} \right\}
\]

\[
\left\{ \begin{bmatrix} 0 \\ -2 \\ 3 \end{bmatrix}, \begin{bmatrix} 2 \\ 0 \\ 1 \end{bmatrix}, \begin{bmatrix} -3 \\ 1 \\ 0 \end{bmatrix} \right\}
\]

are not.

A linearly independent set of vectors in \( \mathbb{R}^n \) of size \( n \) (that is, the size of the set is equal to the dimension of the space) is said to be a **basis** for \( \mathbb{R}^n \), and any vector in the space can be expressed as some linear combination of the vectors in the set.
There's one more operation we care about defined on vectors - the **dot product**. The dot product of two vectors in the same space is defined as

\[
U \cdot V = \begin{bmatrix} u_1 \\ \vdots \\ u_n \end{bmatrix} \cdot \begin{bmatrix} v_1 \\ \vdots \\ v_n \end{bmatrix} = u_1 v_1 + u_2 v_2 + \ldots + u_n v_n
\]

We can now also formally define the **magnitude** of a vector as

\[
\|U\| = \sqrt{U \cdot U} = \sqrt{u_1^2 + u_2^2 + \ldots + u_n^2}
\]

This is basically just a generalization of the Pythagorean Theorem:

![Diagram showing vector lengths](image)

\[
\| \begin{bmatrix} 4 \\ 3 \end{bmatrix} \| = \sqrt{4^2 + 3^2} = 5
\]

The dot product tells us information about the angle between two vectors. In fact,

\[
U \cdot V = \cos \theta \|U\| \|V\|
\]

**Note:** Magnitude always positive

Hence, 
- \( U \cdot V > 0 \) \( \iff \) \( \theta < 90^\circ \) (acute)
- \( U \cdot V = 0 \) \( \iff \) \( \theta = 90^\circ \) (\( U \perp V \))
- \( U \cdot V < 0 \) \( \iff \) \( \theta > 90^\circ \) (obtuse)
ILLUSTRATION OF $\theta=90^\circ$ CASE:

$$\begin{bmatrix} -1 \\ 2 \end{bmatrix} \cdot \begin{bmatrix} 4 \\ 2 \end{bmatrix} = -4 + 4$$

BESIDES VECTORS, WE ARE ALSO INTERESTED IN MATRICES, WHICH ACT ON VECTORS TO ALTER THEIR DIRECTION AND MAGNITUDE — AND POSSIBLY EVEN THEIR DIMENSION! THIS MAPPING CAN BE WRITTEN AS A MATRIX-VECTOR PRODUCT, LIKE THIS:

$$u = Av$$

So whereas vectors have a single dimension, matrices have two — the dimensions of both the output and the input spaces. We write them as rectangular arrays of numbers:

$$A = \begin{bmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ a_{21} & a_{22} & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{m1} & a_{m2} & \cdots & a_{mn} \end{bmatrix}$$
Operationally, we define this matrix-vector product as

\[
\begin{bmatrix}
  a_{11} & a_{12} & \cdots & a_{1n} \\
  a_{21} & a_{22} & \cdots & a_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{m1} & a_{m2} & \cdots & a_{mn}
\end{bmatrix}
\begin{bmatrix}
  u_1 \\
  u_2 \\
  \vdots \\
  u_n
\end{bmatrix}
= 
\begin{bmatrix}
  a_{11}u_1 + a_{12}u_2 + \cdots + a_{1n}u_n \\
  a_{21}u_1 + a_{22}u_2 + \cdots + a_{2n}u_n \\
  \vdots \\
  a_{mn}u_1 + a_{mn}u_2 + \cdots + a_{mn}u_n
\end{bmatrix}
\]

Matrices act as linear transformations on vectors, which means that for any matrix \( A \), any vectors \( u \) & \( v \), and any scalars \( \alpha \) & \( \beta \),

\[
A(\alpha u + \beta v) = \alpha Au + \beta Av
\]

This is important enough to write as two separate properties:

\[
A(u + v) = Au + Av \quad \text{[distributes over addition]}
\]

\[
A(\alpha u) = \alpha Au \quad \text{[commutes with scalar product]}
\]

We can also define the transpose operation on matrices as flipping about the diagonal - or, equivalently, exchanging rows and columns.

\[
A = \begin{bmatrix}
  1 & 2 \\
  3 & 4 \\
  5 & 6
\end{bmatrix}, \quad A^T = \begin{bmatrix}
  1 & 3 & 5 \\
  2 & 4 & 6
\end{bmatrix}
\]

(6)
If we squint our eyes, we can pretend a vector in IR^n is basically an n x 1 matrix... This allows us to redefine the dot product as a matrix-vector product using the transpose:

\[ u \cdot v = u^T v = [u_1 \ldots u_n] \begin{bmatrix} v_1 \\ \vdots \\ v_n \end{bmatrix} = u_1 v_1 + \ldots + u_n v_n \]

There are two other useful ways to conceptualize matrix-vector multiplication. The first one is...

**Column-Wise**

\[ v = Au = \begin{bmatrix} c_1 & c_2 & \ldots & c_n \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \\ \vdots \\ u_n \end{bmatrix} = u_1 c_1 + u_2 c_2 + \ldots + u_n c_n \]

In this sense, we see the elements of u serving as weights on the columns of A, in a linear combination.

**Row-Wise**

\[ v = Au = \begin{bmatrix} r_1^T \\ r_2^T \\ \vdots \\ r_m^T \end{bmatrix} u = \begin{bmatrix} r_1^T u \\ r_2^T u \\ \vdots \\ r_m^T u \end{bmatrix} = \begin{bmatrix} r_1 \cdot u \\ r_2 \cdot u \\ \vdots \\ r_m \cdot u \end{bmatrix} \]

In this sense, we see the elements of v are the dot product of each row of A with u.
Let's discuss some useful identities. These are operations which leave their arguments unchanged. The identity with respect to vector addition or subtraction is the null vector, which has all zero elements:

\[
\begin{bmatrix}
1 \\
2 \\
3
\end{bmatrix} + 
\begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix} = 
\begin{bmatrix}
1 \\
2 \\
3
\end{bmatrix}
\]

The identity with respect to multiplying matrix-vector products is the identity matrix, which has ones on the diagonal and zeros everywhere else:

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} = 
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
\]

Note: We write the identity matrix as \(I\) (its dimension is inferred from context).

We can also discuss the null space of a matrix, defined as the set of all vectors \(u\) such that \(Au = \) the null vector. For example, the null space of the matrix

\[
A = 
\begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix}
\]

is any scalar multiple of the vector \(\begin{bmatrix}1 \end{bmatrix}\).

Try it!
We can compose a sequence of linear transformations by defining the matrix-matrix product

\[ v = A(bu) = (AB)u \]

We can define it in terms of the columns of B by:

\[ AB = A \begin{bmatrix} b_1 & b_2 & \cdots & b_n \end{bmatrix} = \begin{bmatrix} Ab_1 & Ab_2 & \cdots & Ab_n \end{bmatrix} \]

columns of B as vectors in \( \mathbb{R}^m \)

Note in general \( AB \neq BA \). Order matters! Matrix-matrix products interact with the transpose operation according to:

\[ (AB)^T = B^T A^T \]

* Except for the dot product, where \( u \cdot v = v \cdot u = u^T v = v^T u \).
Finally let us define the inverse of a matrix. An \( n \times n \) (square) matrix \( A \) may have an inverse \( A^{-1} \) which satisfies

\[
AA^{-1} = A^{-1}A = I
\]

The identity matrix.

If \( A^{-1} \) exists, it is unique. Obviously, matrix inverses come in handy for solving equations like

\[
Ax = b
\]

For the vector \( x \). The solution is obtained by left-multiplying both sides by \( A^{-1} \):

\[
A^{-1}Ax = A^{-1}b
\]

\[
Ix = A^{-1}b
\]

\[
x = A^{-1}b
\]

A handy formula for inverting a \( 2 \times 2 \) matrix is

\[
A^{-1} = \begin{bmatrix} a & b \\ c & d \end{bmatrix}^{-1} = \frac{1}{ad-bc} \begin{bmatrix} d & -b \\ -c & a \end{bmatrix}
\]

The term \((ad-bc)\) is called the determinant of \( A \). Clearly, if it is zero, the inverse is undefined.
Determinants can be computed for larger matrices too, but it’s a bit of a pain, frankly.*

Technically, $A^{-1}$ exists if any of the following are true:

- The rows of $A$ are linearly independent.
- The columns of $A$ are linearly independent.
- The null space of $A$ is just the null vector.
- The determinant of $A$ is non-zero.

If $A$ and $B$ are square matrices and $A^{-1}$ and $B^{-1}$ exist then $(AB)^{-1} = B^{-1}A^{-1}$.

There’s a ton more to talk about (like eigen vectors and eigenvalues), but this should be sufficient to get you running in an engineering setting. Go flip through a linear algebra textbook for more info!


** This is actually a real paper. Serious.