PAGE  
20

Lotteries and Contexts
Peter Baumann
Erkenntnis 61, 2004, 415-428

Abstract

There are many ordinary propositions we think we know. Almost every ordinary proposition entails some "lottery proposition" which we think we do not know but to which we assign a high probability of being true (for instance: “I will never be a multi-millionaire” entails “I will not win this lottery”). How is this possible - given that some closure principle is true? This problem, also known as “the Lottery puzzle”, has recently provoked a lot of discussion. In this paper I discuss one of the most promising answers to the problem: Stewart Cohen’s contextualist solution which is based on ideas about the salience of chances of error. After presenting some objections to it I sketch an alternative solution which is still contextualist in spirit.

Here is a puzzle about knowledge. Stewart will never be a multi-millionaire (p), and he knows it. He also knows that if he will never be a multi-millionaire, then the lottery ticket he has just bought won’t win (p(q); winning the lottery would make him a multi-millionaire. However, it seems that Stewart does not know that he won't win the lottery (q).
 

We can call this problem “the Lottery puzzle”.
 It constitutes a puzzle because we have several extremely plausible propositions here which are logically incompatible (with each other). People like Stewart (and most of us) can certainly know that they will never be multi-millionaires. Given our assumptions about Stewart it is thus very hard to deny that

(1)
Kp.

It is also hard to see how he could not know that not becoming a millionaire entails not winning the lottery. Hence, we may also assume that

(2)
K (p(q).

Moreover, there is a well known principle of closure according to which knowledge is closed under known entailment:

(C)
[Kp & K (p(q)] ( Kq.

Not many would be willing to give up this principle.
 Now, from (1), (2) and (C) we can finally infer that

(3)
Kq.

However, almost everybody seems to agree that nobody can know the outcome of a lottery in advance or just on the basis of the statistical evidence (even if that evidence is overwhelmingly in favor of a certain outcome). So (3) seems false. But doesn’t it follow from true premises? 

It seems that we must give up one of our propositions – but which one and why? If one does not give up the plausible closure principle, then we seem to have the choice between dogmatism and skepticism: Either we must, per modus ponens, accept that we know things we did not think we knew ((3)) or we must, per modus tollens, deny that we know things we thought we knew ((1) and (2)). Since many if not all ordinary propositions that we claim to know empirically (like p) entail some “lottery proposition” (like q), the puzzle can be easily generalized.
 It constitutes a general problem about knowledge.
 

There has been a substantial amount of discussion in recent years about possible solutions to this puzzle.
 In this paper I will first discuss one of the most interesting proposals: Stewart Cohen’s contextualist solution, which makes crucial use of the notion of salience of chances of error (I).
 After that, I will give a sketch of an alternative solution to the puzzle (II). 

I.

According to Cohen
, there is an implicit context-shift in the above inference from (1), (2), and (C) to (3). The standards of knowledge that allow for a true attribution of knowledge to Stewart that he won’t be a multi-millionaire are not very high. In other words, the attributor’s context is not a very demanding one.
 However, as soon as we start to think about the lottery, the probabilistic chances of error become salient. Moreover, the salience of the chances of error pushes the standards of knowledge so high up that it turns out to be false to say of Stewart that he knows that he won't win the lottery. The attributor now finds herself in a much more demanding context.
 All this allows Cohen to preserve closure: Given the same context (standards and salience relations), knowledge is closed under known entailment. If we change contexts during the inference, closure does, of course, not hold. But who would expect that? Cohen’s solution to the lottery puzzle is apparently one more example of a contextualist solution to a gripping philosophical problem.

However, I think this solution is not quite convincing. It is not the salience of the chances of error that makes the difference and solves the problem. First, some remarks on salience.
 Cohen holds that the growing salience of the chance of error can raise the standards for knowledge so much that knowledge is "lost" in the process (“lost” in the sense that it becomes false to say that the person knows that p).
 To be sure, Cohen does not argue that the raise of standards always “destroys” knowledge. But he claims that in the Lottery case rising standards do make knowledge unattainable for us.
 This implies something that very often goes unnoticed: Salience is a matter of degree. Things are more or less salient to a person. And that which becomes salient – the chance of error – also admits of degrees. Hence, it is plausible to assume that both factors determine how much the standards of knowledge rise: The more salient a chance of error is and the greater the chance of error, the higher the standards of knowledge.
 Compare two different scenarios. In the first one, S plays a lottery with odds of 1 to 10. Suddenly the attributor becomes very much impressed (and has reason to become impressed) by the chance of error. In the second scenario, the odds are 1 to 2 million; the attributor is less acute and not too much impressed (and has no reason to become impressed) by the chance of error when it’s pointed out to him. Let us, for the sake of simplicity, assume that there is no further difference in (relevant) contextual factors and that potential losses and gains are the same in both lotteries. Wouldn’t we say that the standards for knowledge are much higher in the first scenario than in the second? Don’t we need a graded account of the rising of standards? So far, I think, Cohen can agree.

The crucial point, however, is the following one: Why should we believe that in a lottery the growing salience of the chance of error pushes the standards of knowledge so high up that knowledge disappears?
 Why should we assume that it becomes false to say the person knows that p (again, given that there are no blocking mechanisms at work here)? Consider a rather relaxed and not so acute attributor and ridiculously unfavorable odds; let us assume that Jack's winning of the lottery is less likely than the end of the world by entropy within the next 5 minutes. Who would want to say that under these conditions the mere fact that the chance of error becomes salient pushes the standards for knowledge up to the extent that knowledge about the outcome of the lottery is “lost”? I do not see any reason to assume that. On the contrary: Sometimes we do know that we won't win the lottery – even though the chance of error is clearly salient (I put this point aside here but will come back to it later). Cohen's argument about salience does not seem to solve the lottery puzzle. In other words: There are lotteries and salience relations such that knowing that one won't win cannot be lost by simply making the chance of error salient - even very salient - and thus raising the standards. The crucial question here is not so much "Does the chance of error become salient?" but rather "Is that sufficient for losing knowledge?". If knowledge can be lost in some but not all of those cases, in which standards rise and the chances of error become salient, then we need a different explanation. It might still refer to contextual factors, yet not to salience or to salience alone. Salience of error is not sufficient for loss of knowledge. I do not even see why it should be considered necessary.

Consider the well-known newspaper example.
 Suppose S participates in a lottery with odds of 1 to 1 million (and it later turns out that S does not win). Let us assume that the chance of error becomes salient (enough) for us, and that we judge that S does not know that he won't win. Later S reads the lottery results in the newspaper; according to the newspaper report, S has lost. We know that this newspaper reports incorrect lottery results in 1 out of 1000 cases. The chance of error is 1000 times greater here than in the first case. We can even be very much aware of the limited reliability of his newspaper. However, at the same time we still would not doubt that S acquires knowledge that his ticket has lost by reading the papers – even if we are as focused on the probabilities as in the lottery case. So, it cannot be reference to the salience of the chance of error that solves the Lottery puzzle.
 Cohen might disagree with this and say that in the newspaper case above we would not claim that the person knows she has lost - and would even claim that the person does not know she has lost - and that this is because we focus on the probabilities and the chances of error. However, I must say that I do not find this reply very plausible: Even very critical readers can learn something from the papers, and even the strongest fallibilist can accept that people come to know things from a source which is less than 100% reliable. 

One last remark on Cohen’s positive proposal. Cohen subscribes to fallibilism: the view that “I can know that P even though the probability of P on my evidence is less than 1”.
 How is this fallibilism compatible with his story about salience, that is, the view that knowledge attributions are false if made in the light of possible error? Can we only make true knowledge attributions - at least in "fallible" cases in which the probability of "p" on the evidence is less than 1 - while we are not aware of the truth of philosophical or commonsensical fallibilism? Because otherwise awareness of the fallibility in the particular case at hand would make the chances of error salient and thus "destroy" knowledge? Is fallibilism true but not assertible or not believable – because we cannot think or talk in a fallibilist way about knowledge, given the salience principle? Contextualists like Stewart Cohen or David Lewis
 often say that when we think about skeptical scenarios we have to deny ordinary knowledge claims. Apparently, according to what Cohen says, we do not need to move into such extravagant contexts; thinking about fallibility is sufficient for making us deny ordinary knowledge claims (given that they refer to fallible cases). This is interesting because people do think about fallibility in perfectly ordinary contexts; hence, even in certain ordinary contexts, knowledge claims would have to be denied. It seems to me that this is a somewhat unwelcome implication of Cohen’s position.

II.

So, what should we say about the Lottery puzzle? I agree that we should not give up closure too easily.
 I also accept Cohen's claim that at least in some contexts it is true to say that he knows he will never be a multi-millionaire. The crucial question then is this one: Does he know that he won't win the lottery? If not, why not?
 Why do we want to deny that Cohen knows that he won't win the lottery? And what implications does all that have for closure?

We can get closer to an answer to these questions if we take an interesting principle about knowledge into account. This principle can, I think, help us explain our intuitions that we cannot know lottery propositions. Consider an ordinary case of knowledge: S knows there is still milk in the fridge and T does not (T just dogmatically assumes it). S knows it because he has looked inside the fridge whereas T doesn't because he has not checked. There is a difference as to the quality of the epistemic position of S and T with respect to the proposition that there is still milk in the fridge. The difference between a good (enough) and a bad (enough) epistemic position explains why one person knows and the other does not. This gives us a principle that I propose to use for a solution of the Lottery puzzle:

(EP)
If S knows that p, then there are both good and bad epistemic positions for S with respect to the proposition that p.

For instance, S can have better or worse evidence for "p". S can either shortly glimpse into the fridge or take a very close look inside and check whether it really is milk rather than, say, yoghurt. S's tongue might be better or worse at detecting whether "that stuff" really is milk or rather some kind of fake-milk (tofu-milk, etc.). If S relies on testimony that there is still milk in the fridge, his sources might vary as to their reliability, and S might be doing a good or not so good job at selecting and evaluating his sources. Insofar as deductive or probabilistic reasoning is involved, S might show different degrees of sophistication or lack thereof. Generally speaking, how good or bad the epistemic position of a person is with respect to some proposition depends on the information the person has, on her cognitive capacities and on the use she makes of those capacities.
,

Now, in Lottery cases all epistemic positions are “created equally”.
 In a lottery there is no difference between good and bad epistemic positions. To be sure: One person might have very vague or incorrect ideas about lotteries, another person might have illusions about the odds and think that winning the lottery is as probable as rain in Scotland tomorrow. However, we are obviously not dealing with such differences here. Rather, we are dealing with a subject who knows pretty well what a lottery is, is aware of the odds, etc. When we ask whether S knows that his ticket is a loser, we must presuppose that S is aware of the crucial facts concerning the lottery; otherwise it would be much less than clear whether we can ascribe beliefs about losing the lottery to the subject at all. Knowing as well as merely believing a proposition involves a sufficient grasp and understanding of that proposition.

Given all that, it seems very plausible to say that there is no difference between good and bad epistemic positions in lottery cases. How could there be such a difference? No matter what the person does or does not do – she cannot improve or spoil her epistemic position with regard to a particular lottery proposition. One could say (if it were not a bit too misleading) that the person plays an epistemic lottery. No matter what the person does, in a monetary as well as in an epistemic lottery, her winning or losing the prize (money, truth) does not depend on what she does. This is why we say that the person does not know she will lose the lottery.
 She does not meet (EP). To be sure: According to (EP) the reason why one does not know that ticket no. 367 will lose is not that one’s epistemic position with respect to this proposition is not different from one’s epistemic position with respect to propositions about the other tickets; some authors have proposed such a view.
 (EP) only has to do with different possible epistemic positions with respect to one such proposition.

(EP) explains why we think that one cannot know a lottery proposition. Apart from that, it throws some light on our concept of knowledge in general. A further advantage of this account is that (EP) also explains the similarities and dissimilarities between the Lottery and the Preface paradox.
 In both cases, we have to deal with n items (tickets, beliefs), and in both cases, only one (or very few) of the items has an interesting property F (wins, is false); finally, the subject does not know which item has F but knows that some item has it. We may further assume that each of the true beliefs in the Preface scenario qualify as knowledge.
 Hence, in the case of the Preface the following is true: In each case of a true belief the subject knows that the item does not have the interesting property (falsity). The case of the lottery is different: At least in some contexts it is not true to say of the subject that she knows that the relevant item (losing ticket) does not have the interesting property (wins). (EP) can explain this asymmetry. In the case of the lottery, there are no better or worse epistemic positions with respect to particular propositions like "Ticket no.367 won't win". There is nothing I can do to improve (or spoil) the evidence I have for this proposition. In the case of the Preface, however, there is, according to the story, such a difference: The author has better or worse evidence for each of the individual propositions. For instance, if I have written a book on Italian cuisine, then I can have better or worse evidence for particular propositions like "The Italians had pasta already before Marco Polo went to China".
 It does not matter whether the epistemic positions are the same or similar for each of the propositions in the Preface case; what matters is that with respect to each individual proposition, I can be in a better or worse epistemic position (e.g., have better or worse evidence). It also does not matter if and to what degree the person in the Preface case is aware of the chances of error; even for a neurotic fallibilist who can never not think about his own fallibility, there will be this difference between the Lottery and the Preface. The Preface does not involve an epistemic lottery but the Lottery does. I think that a condition of adequacy for a solution of this Lottery puzzle is that it explains the similarities and dissimilarities between the Lottery and the Preface (a similar adequacy condition would hold for solutions of the Preface paradox). Cohen’s proposal does not seem to meet this condition.

(EP) helps us to explain why we are inclined to say that the person does not know that she won't win the lottery. However, this is not yet the whole picture. At the same time, we often feel entitled to say that somebody can or does in fact know that she won't win the lottery. There is something between knowledge in the above sense (involving (EP)) and complete ignorance. Consider the following dialogue:

A: Perhaps we should call off our plans for the summer.

B: Why that?

A: Well, I've bought lottery tickets. We may be multi-millionaires by Friday.

B: C'mon – you know that you won't win the lottery!

It seems to me that here lies the real context dependency: Sometimes we use looser standards of knowledge and then it is true to say that S can or does know he won't win the lottery; in these cases meeting (EP) is not necessary for knowledge.
 In other contexts, we use stricter standards and add the additional conditions captured by (EP).
 Then it is true to say that S cannot or does not know that he won’t win the lottery.
 There are, in other words, weaker and stronger standards for knowledge and they vary with context.
 Sometimes, especially when it is necessary that we act soon or when we feel like acting soon or when we have the practical implications for everyday life in mind, we are happy with the weaker standards; however, when we have more "theoretical" interests, we might be more inclined to insist on conditions like those mentioned in (EP). I am not trying to explain here why the difference between good and bad epistemic positions matters in some contexts but not in others; I am just describing the phenomena. It seems pretty clear that all this has nothing to do with the salience of chances of error. Let us use "knowledge-l" for talk about knowledge at looser standards and "knowledge*" for knowledge at higher standards. The latter requires fulfillment of the condition mentioned in (EP): that it is possible for the subject to be in better or in worse epistemic positions with respect to the relevant proposition.

What are the implications of all this for the Lottery puzzle? It seems true to say of Stewart that he can know that he will never be a multi-millionaire. He knows it, given weaker as well as stricter standards (of knowledge-l or of knowledge*); there certainly is a difference between good and bad epistemic positions with respect to the proposition that Stewart will never be a multi-millionaire (he has recently checked his bank account, thought about different possible investments, discussed the future of the stock market, etc.; it is obvious that he could also not have bothered to think about money at all). But how is that compatible with the fact that in some contexts it is false to say that Stewart knows he will not win the lottery? Doesn't this violate closure?

Yes and no. Let me explain. When we are talking about knowledge in some weak sense (knowledge-l) in which it does not require a difference between good and bad epistemic positions, then closure holds: Stewart knows-l that he will never be a multi-millionaire, and he also knows-l that he won't win the lottery. However, if we switch to knowledge* closure does not seem to hold any more: Stewart knows* that he will never be a multi-millionaire (given the assumptions I made about him in the last paragraph), and he also knows* that this implies that he won't win the lottery; however, he cannot know* that he won't win the lottery. He can only know-l it ("know-without-a-star"). In some (stricter) contexts, closure does not hold, in other (weaker) contexts it holds. So, there is some consolation for the friends of closure. One can still be a friend of closure, if I'm right here – though perhaps not as close a friend as expected. But would that be so bad? And why not "contextualize closure", especially if you're a contextualist anyway?

We should not be surprised at all that closure does not hold in all cases, that is, for all kinds of knowledge or for all kinds of contexts and standards.
 Take, for instance, the obvious case of different sources of knowledge and consider the following example about knowledge by testimony. I know by testimony both that my car has a problem with the cooling system, and that if one has such problems one will have to pay a lot for having it fixed. My mechanic just told me that. I infer from this that I will have to pay a lot for having it fixed. Even before my mechanic tells me and presents me with the bill, I know it will be expensive. Hence I know it by deduction but I do not know it by testimony. In other words, knowledge by testimony is not closed under known entailment. (Knowledge-l by inference, in contrast, always seems to satisfy closure).

The Lottery puzzle is puzzling insofar as it is not always clear to us that there are different contexts in play here. In this respect I am not that far away from Cohen. He is right in locating the problem in the context dependence of standards. But he is, I think, not right in bringing in the salience of chances of error. What really matters is rather our intentions, practical purposes and other contextual factors.
 They determine whether weaker or stronger standards are adequate.
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�	Cf. Cohen 2004. Cf. for an earlier presentation and discussion of the puzzle: Harman 1973, 161.


�	This should, of course, not be confused with Kyburg’s lottery paradox (cf. Kyburg 1961, 197f.).


�	Strictly speaking, there is not just one closure principle but many different ones. For a very useful discussion of several options cf. Hales 1995. Here is an objection to (C): One might know that p and also know that it entails q but just not draw the inference. Closer to the truth is thus the following version: If one knows that p, and if one comes to accept that q on the basis of a correct inference, then one knows that q. But even this won’t do: Suppose Jack knows the grocery store is open. He has (properly) ignored the possibility that an earthquake might just have destroyed the grocery store but that does not undermine the knowledge claim. However, Jack cannot “bootstrap” and gain new knowledge that there has not been an earthquake by inferring this from the proposition that the grocery store is open. For a version of a closure principle that is closer to the truth cf., e.g., Wright 2000, Davies 1998 and Barke 2004. For the sake of simplicity, I will stick with (C). Nothing essential hinges on it and the same things hold mutatis mutandis for more adequate closure principles. I will also restrict myself here to single-premise closure and not go into multiple-premise closure (cf., e.g., Hawthorne 2004, 46-50).


�	A lottery proposition in the broader sense of the word would be any proposition that we think is most probably true but which we think we do not know (given the statistical nature of the evidence we have for it). For instance: I think that there is a very small probability that I will be hit by lightning tomorrow but do I know that I won't be hit by lightning tomorrow? A lottery proposition need not be about a lottery. For more about examples like the latter one, cf. Vogel 1990. For the sake of simplicity, I will mainly deal with lottery propositions in the narrow sense of a proposition about the outcome of a lottery.


�	- as Cohen 2004, 1 notes.


�	Cf., e.g., Olen 1977, 521-523; Stemmer 1982; Adler 1986, 244-248; Vogel 1990, 16, 22; Dudman 1992, 205; DeRose 1996; Ryan 1996, 130; Nelkin 2000, 388-390; Weintraub 2001; Olin 2003, 98-104; Greco 2003; Greco 2004; Hawthorne 2004.


�	Cf. Cohen 2004; Cohen 1988, 106-108; Cohen 1998. Similar strategies have been proposed by David Lewis and, to some degree, John Hawthorne: cf. Lewis 1983, Lewis 1999, 421, 430, 443f., and Hawthorne 2002 (but see also Hawthorne 2004). For a different contextualist solution of the lottery puzzle cf., e.g., DeRose 1996.


�	Cf. Cohen 2004. There are other important issues in Cohen’s article which I cannot discuss here. Main parts of it deal with Hawthorne 2004.


�	Cohen assumes attributor contextualism; I think he is right to do so.


�	Cohen seems to assume that every sentence expressing a lottery-proposition uniquely determines just one standard or context. I would rather take it that each such sentence comes with different standards, according to varying contexts. I will make use of this further “contextualization” below.


�	"Salience" should not be taken in a purely psychological sense; salience does not reduce to what the person does in fact pay attention to but also involves what she should pay attention to. 


�	For the sake of ease of expression, I will from time to time use expressions like "loss of knowledge" rather than expressions like "change of the truth-value of 'S knows that p' from True to False". Nothing substantial depends on this way of talking and there is no use-mention confusion going on here.


�	Cf. Cohen 2004, 2-4. It is presupposed here that there are no blocking mechanisms at work, like “C’mon manoeuvres”. A C’mon manoeuvre is an attempt to resist the change of standards, in particular their raise. Jack might claim to know that the grocery store is open. Jill might try to raise the standards by pointing out Jack does not know that no earthquake has just destroyed the store. Jack can try to resist this move by replying “C’mon, we both know that nothing like that has happened!”.


�	Things become more complex if we factor in potential gains and losses. The more pressing our need to get things right, the higher (ceteris paribus) the standards. One might suspect that the following comes close to the truth: The more salient a chance of error and the greater the chance of error as well as the potential gains and losses, the higher the standards of knowledge will be. For the sake of simplicity we may stick with the first principle above. It may not be more than a rule of thumb but it works at least in many cases.


�	Cf. also Greco 2003 and Greco 2004 on this point.


�	Cf. Cohen 1998, 292f.; Harman 1968, 166; Harman 1986, 21.


�	DeRose 1996, 576-579 makes a similar objection against Cohen. However, I do not find DeRose's own solution convincing either.


�	Cf. Cohen 2004, 2.


�	Cf. Cohen 1988, 105; Lewis 1999.


�	Cf., however, Harman/ Brett 2004.


�	One might suspect that the person does not know that she has lost because she would still believe she has lost even if she had in fact won the lottery. Given that knowledge requires “sensitive belief” (cf. Nozick 1981, 172ff.) she does not know she has lost the lottery. However, sensitivity accounts of knowledge seem to create more problems than they solve. I cannot go into this here (neither into other alternative accounts of knowledge). 


�	(EP) might only hold for empirical propositions but that would be sufficient for my purposes here. - I will later have to restrict (EP) but for now we can leave it like that. 


�	There is a lot more to say about the notion of an epistemic position. In this context, however, the remarks above should be sufficient.


�	Virtue epistemologists (cf., e.g., Greco 2003; Greco 2004) would probably replace talk about good and bad epistemic positions by talk about epistemic virtues and vices. What I have in mind here is quite different from virtue epistemology. First, my use of the terms "information", "capacities" and their "use", is purely descriptive, not normative. Second, informational inputs or the uses of certain cognitive capacities need not have anything to do with overarching dispositions and stable character traits. Finally, nothing in the account proposed here suggests that one should explain knowledge and justification in terms of epistemic virtues - rather than the other way around, i.e., explain epistemic virtues in terms of knowledge and justification. - Some of the points John Greco makes come quite close to what I am saying here. However, in the end Greco says that it is the salience of chance in lottery cases that undermines crediting the true belief to intellectual abilities and epistemic virtues (cf. Greco 2003, 8). This differs, of course, from what I am proposing here.


�	Or, at least they are more or less equal. It does not matter here whether some tickets have a better chance of winning than others or whether there are, unknown by the ticket holders, no winning tickets in this particular run of the lottery at all; we can disregard these complications here for the sake of simplicity.


�	This understanding need, of course, not be perfect. But it must meet minimal requirements. - This is not to deny that there are cases in which someone knows that some proposition he doesn't understand is true. I can, for instance, know by testimony that some scientific statement is true without understanding it. It seems obvious to me that we are not dealing with such cases here.


�	One can read Adler 1986, 248, Olin 2003, 98-104, Greco 2003, and Greco 2004 as going into a similar (but not quite the same) direction. 


�	Cf. Harman 1968, 166-168, Harman 1973, 160f., Dretske 1981, 99, Adler 1986, 247, Vogel 1990, 22, Ryan 1996, 130, Hawthorne 2004, 15f. I cannot go into a discussion of this alternative proposal here; I only mention that it seems that it cannot account for the similarities and dissimilarities between the Lottery puzzle and the Preface paradox (see below on this adequacy condition for any account of the Lottery puzzle).


�	An author of a book has good inductive reasons to believe (and to say in the preface) that not everything he says in the book is true. It would be crazy and irrational to assume one's own infallibility. On the other hand, a sincere author has good reasons to believe every single thing he says in the book; hence, the author also seems to have good reasons to believe that everything in the book is true. This, however, is incompatible with the fallibilism mentioned at the outset. This paradox is not just one for authors but holds for all kinds of sets of beliefs. Cf. Makinson 1965. I will not consider the case here in which all of the beliefs in the book / the relevant set of beliefs are in fact true. I will also assume that the person knows that at least one of her beliefs is false.


�	The fact that there is some doubt as to which belief might turn out false, does not speak against that; otherwise the Preface paradox would be a skeptical puzzle.


�	I once found this claim in a preface to a cook book; the author was Italian. The claim seems historically correct.


�	Neither do the accounts mentioned in footnote 28.


�	On such C'mon manoeuvres see also Cohen 2004, 11, DeRose 2003, and Hawthorne 2004, 84, 161.


�	I must leave it open here what knowledge requires in such weaker contexts: reliable true belief or something else or perhaps little more than true belief. It should be clear enough for my purposes here what I have in mind when I talk about knowledge in the "weak" sense.


�	We now have to restrict (EP) to the latter kinds of contexts (I will not explicitly mention this from now on).


�	I have my doubts that we can always rank standards according to strength but for the sake of the argument I will go with this assumption here.


�	I am not even sure that there is a context-dependency here at all; perhaps the word "knowledge" is ambiguous but I won't pursue this possibility here.


�	The question here and in current debates on closure more generally is not whether principle (C) above or no closure principle at all is true. Rather, the controversial and difficult question is whether we need to restrict, modify and supplement (C) and if yes, in what ways. See also Hales 1995 here.


�	Cf. also Bogdan 1985 who argues in a similar vein.


�	Cf. Harman 1973, 160f. - I acknowledge that more has to be said about these factors and how they work - but not here.


�	For discussions and comments I am grateful to Stewart Cohen as well as to Bob Plant, Jon Cameron, John Greco, Christoph Jäger, Ryan Nichols, an anonymous referee, and the audience at the Conference "Contextualist Approaches to Epistemology" (Sept. 2003) at the University of Mainz (Germany). 





