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Abstract
Christoph Jäger (2004) argues that Dretske's information theory of knowledge raises a serious problem for his denial of closure of knowledge under known entailment: Information is closed under known entailment (even under entailment simpliciter); given that Dretske explains the concept of knowledge in terms of "information", it is hard to stick with his denial of closure for knowledge. Thus, one of the two basic claims of Dretske would have to go. Since giving up the denial of closure would commit Dretske to skepticism, it would most probably be better to rather give up the information-theoretic account of knowledge. But that means that one of the best externalist views of knowledge has to be given up. I argue here that Jäger is mistaken and that there is no problem for Dretske. There is a rather easy way out of Jäger’s problem. 

Christoph Jäger has recently (2004) argued that two main claims of Fred Dretske’s theory of knowledge are in tension with each other: his denial of closure of knowledge under known entailment and his information theoretic account of knowledge. Jäger argues that information is closed under known entailment (even under entailment simpliciter); this, however, is incompatible with a denial of closure for knowledge, given Dretske’s theory of knowledge. Thus, one of the two basic claims of Dretske would have to go. Dretske holds that we cannot know that skepticism is false. Hence, if he would give up his denial of closure he would (for well-known reasons) have to accept skepticism. This seems so drastic that it would most probably be better to rather give up the information theoretic account of knowledge. But that means that one of the best externalist views of knowledge is lost. 

I will argue here that Jäger is mistaken and that there is no problem for Dretske. There is a rather easy way out of Jäger’s problem. Let us start with taking a closer look at some basic notions and assumptions in this debate.

1. Closure, Knowledge, and Information

What is the principle of closure? We can go with Jäger’s proposal:

(PEC*)
If S knows that p, and knows that p entails q, and believes q on the basis of knowing (and hence believing) p and knowing (and hence believing) that p entails q, then S knows that q. (cf. Jäger 2004, p. 197; I have replaced his “K” by “S”).

Dretske’s information theoretic account of knowledge says that 

S knows that p if and only if there is a signal r which carries the information that p, and r causes (or causally sustains), in virtue of carrying that information and via a non-deviant causal chain, S’s belief that p (cf. Jäger 2004, p. 196 whose words I have slightly altered).

Since we don’t have to worry here about details of the causal relation in question we can just look at the following, simpler principle:

(K)

S knows that p if and only if there is a signal r which carries the information that p and causes S’s belief that p (cf. Dretske 1981, p. 86).

Finally, we need to look at Dretske’s probabilistic explanation of a signal's (r) carrying the information that p. Let “s” stand for “the signal r occurs” and “b” for the subject’s background information (it is only for the sake of clarity that I am not using Jäger’s symbols “r” and “k” here). We have to think of both p and b as ordinary empirical propositions or conjunctions thereof. According to Dretske, 

(I) A signal r carries the information that p if and only if 

P (p/ s & b) = 1 

and 

P (p/ b) < 1.

(cf. Dretske 1981, p. 65; Jäger 2004, p. 192)

2. The Problem

Now, let us suppose that 

(1)
S knows that p.

According to (K) and (I) this entails that

(2a)
P (p / s & b) = 1

and

(2b)
P (p / b) < 1.

We can further assume that “p” entails the negation of some skeptical hypothesis ("not-h"), and that S knows of this entailment. Since knowledge is factive we do not have to consider known entailment here but can stick with entailment simpliciter (cf. Jäger 2004, p. 192):

(3)
p(not-h.

According to basic probability theory, (2a) and (3) entail

(4a)
P (not-h / s & b) = 1.

(4a) is not sufficient for the signal carrying the information that p. We also need the truth of

(4b)
P (not-h / b) < 1.

(cf. Jäger 2004, p. 192). Jäger holds that both (4a) and (4b) are true (2004, pp. 192-4). But then the signal would not just carry the information that p but also the anti-skeptical information that not-h. (4a) and (4b) in themselves almost give us but still do not imply that 

(5)
S knows that not-h.

Only if the signal also causes the belief does the subject know (cf. (K)). However, this should not be a problem here, as Jäger rightly points out (197-8). If S comes to believe that not-h on the basis of knowing that p and knowing that p (not-h, then we will also have to accept (5) (given Dretske's causal view of the epistemic basing relation). Hence, we should also accept (5). This, however, would constitute a huge problem for Dretske because it would mean that knowledge, too, is closed under known entailment (in the sense of (PEC*)). Given that we cannot, according to Dretske, know what S is said to know in (5) we have to either deny (1) and accept skepticism or give up the information theoretic view of knowledge.

3. The Way Out
However, Jäger is wrong because (4b) is false. I will first (3.1) argue that Jäger's argument against Dretske is flawed and then (3.2) directly argue against (4b). 

3.1 Why does Jäger think (4b) is true? Here is what he says: 

“The reason is that Dretske takes skepticism seriously. 'Skepticism,' we even hear him saying, “is true” (Dretske, 2004, p. 174). Now by this, I take it, he does not mean to say that skeptical hypotheses are actually true, but rather that the skeptic is right in claiming that we are not entitled to be certain that they are false. The assumption, in other words, is that (given what we know about the world) the probability of skeptical hypotheses being true is not zero. This means of course that the probability of their negations – i.e. of assumptions of not being brains in vats, about the existence of a material world, etc. – is less than 1.” (Jäger 2004, p. 193). 

And, Jäger concludes, this gives us (4a). 

But it doesn’t work that way. What Dretske claims is that we do not know that skepticism is false. Let us put this point this way:

(6)
S cannot know that not-h.

For Jäger, this means (“in other words”) that:

(7)
P (h / b) > 0

which gives us, according to the probability calculus

(4b)
P (not-h / b) < 1.

The problem is that (7) just does not follow from (6) (and is, a fortiori, not just (6) expressed in other words). We do have a non sequitur here. Why should the reason why we cannot know skepticism to be false have anything to do with the probability that skepticism is true? Take a proposition which we cannot know (Goldbach’s conjecture, perhaps) because it is beyond our epistemic capacities to know it. This epistemic fact doesn’t tell us anything at all about the probability that the propositon (Goldbach’s conjecture) is true. The reason why Jäger thinks he can make the step from (6) to (7) might have to do with his epistemic interpretation of Dretske's notion of probability; Dretske, however, uses "probability" in a non-epistemic sense (cf., e.g., Dretske 1981, pp. 55-56). Furthermore, Dretske himself would point out that no signal can carry information about channel reliability. However, this has nothing to do with the probability of the channel being unreliable. It has to do with what a signal can inform us about and what not. Other theories of knowledge might give different answers to the question why we cannot know that not-h. But whatever the answer, (7) simply doesn’t follow from (6).

3.2 However, and more importantly, there is a second, direct argument against (4b). It shows most clearly where Jäger’s objection to Dretske fails. The terms “background information” or “background knowledge” might at first sound like epistemic terms, but they clearly refer to conjunctions of ordinary propositions. Perception informs me that it is Jack who is walking up to me, given background information like the information that nobody else walks like that, etc. Since ordinary propositions entail the denial of skeptical hypotheses, we can say that

(8)
b(not-h.

How could any empirical background information for some ordinary proposition not have anti-skeptical implications?

The crucial point is that (8) (plus the probability calculus) entails

(4c)
P (not-h / b) = 1.

It is a truism of probability theory that P (p / q) = 1 if q(p (cf. also Shackel 2005, pp. 2-3 here). 

This means that we have to replace (4b) above by (4c). This also means that the signal r does not raise the probability of not-h to 1 since it is already 1 even without the signal. Even though the subject receives information that p and knows that p(not-h, she still does not receive information that not-h. This shows that information is not closed under (known) entailment. Dretske is not in any trouble here: He can consistently deny closure for both knowledge and information and stick with his information theoretic account of knowledge.
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�	cf. however Shackel 2005, p. 6, for the view that background knowledge could exclusively consist of logical or mathematical knowledge or of knowledge of one's own subjective experiences; however, it is hard to see how that kind of non-empirical knowledge could play the role of "background information" for empirical knowledge. 


�	An analogous argument can be made for Dretske's zebra-cases and similar cases (cf. Shackel 2005, p. 5), but I cannot go into that here. - Nicholas Shackel has recently (2005) tried to back up Jäger's objection against Dretske. However, in the end his paper shares the above flaw with Jäger's. Shackel tries to show that information ("Dretske information") is closed under (known) entailment. He says (p. 6, fn.5) that "Dretske cannot rule out that P (not-h / k) < 1" (where "k" refers to the background information). However, this is false, as we have seen above. Dretske can rule that out because (4c) is necessarily true and (4b) is necessarily false. Shackel argues for the following instantiation of a general principle of closure of Dretske information (CDI*):


"If P (p / s & b) = 1, P (p / b) < 1, P (not-h / b) < 1, and [the subject knows p(not-h], then P (not-h / s & b) = 1 & P (not-h / b) < 1." (Shackel 2005, p. 6; I have changed some of Shackel's symbols).


What matters is the part of the antecendens which I have put in bold face here: We have already seen that this is (necessarily) false. This trivializes Shackel's principle CDI*. It is certainly true but only because Shackel pays the prize of triviality: The antecedens is necessarily false. Thus, leaving vacuous closure principles aside, we can conclude (again) that information (in Dretske's sense) is not closed under (known) entailment.





