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ABSTRACT.— We review two foundations of statistical inference, the theory of likelihood and the Bayesian paradigm. We begin by applying principles of likelihood to generate point estimators (maximum likelihood estimates) and hypothesis tests (likelihood ratio tests). We then describe the Bayesian approach, focusing on two controversial aspects: the use of prior information and subjective probability. We illustrate these analyses using simple examples.

INTRODUCTION

STATISTICAL ANALYSIS has become an essential component in a wide range of modern paleontological research. There are several sources that instruct the reader to carry out common analyses (Sokal and Rohlf, 1995; Harper, 1999; Hammer and Harper, 2005; other papers in this volume). Here I aim to describe the fundamental principles and logic underlying many of these analyses. I begin by describing a foundation of statistical inference, the theory of likelihood, and apply principles of likelihood to derive point estimates and hypothesis tests for several example datasets. I then discuss basic concepts of the Bayesian paradigm for doing statistics and show how it differs from classical or frequentist statistics, and I apply Bayesian methods to illustrative datasets.

LIKELIHOOD

Rather than being a statistical method in and of itself, likelihood is a general framework for generating statistical methods. Its strength is that likelihood-based methods have well-understood and advantageous properties, and they fall into an accepted and principled framework rather than being ad hoc. Here I show how principles of likelihood can be used to develop point estimates and hypothesis tests, and then apply them to several illustrative examples.

Before we begin with likelihood, we first introduce some terminology. A fundamental concept in statistics is the distinction between the parameter and the observed data. The parameter represents a true state of nature whose value is usually unknown and cannot be observed directly. Examples of parameters include the average length of all trilobite specimens in a particular locality (including those not discovered), the percentage of all brachiopod species that went extinct in the end-Permian mass extinction, or (in a non-paleontological context) the president’s approval rating among all American registered voters. Although we may be interested in knowing these quantities, it is impossible or impractical to sample all trilobite specimens, to know the fate of all brachiopod species, or to poll all registered voters. Instead, we observe data consisting of a sample of specimens, species, or voters, from which we calculate estimates of the unknown parameters (such an estimate is formally known as a statistic). In other words, a parameter is an unknown characteristic of a system or a population, which we estimate using observed data. The field of statistics, in a sense, is about how well our observed data estimates the unknown parameters of interest.

With this distinction in mind, we now turn to the idea of likelihood. In colloquial speech, people often refer to likelihood and probability interchangeably. In technical usage, however, these concepts are distinct.
I begin with a simple example to demonstrate the difference.

Example 1: Guessing the weather.—For conferences such as GSA, I often stay in high-rise hotel buildings. These hotels, especially the newer buildings, typically have rooms with windows that cannot be opened. Suppose you find yourself in such a hotel room on the 30th floor, and the internet, television, and phone service have gone out. You wake up in the morning, looking forward to a day of captivating conference talks, but you need to know what the weather is like outside so you can dress appropriately. With no internet, television, or phone, and no way to open the window, how can you tell what the weather is like outside, short of going down 30 floors in your pajamas and walking outside?

One way is to look outside and see what other people are wearing. To simplify the problem, let’s suppose the actual weather can fall into one of two conditions, warm or cold, and further suppose that people outside can be wearing either a jacket or a t-shirt. Let’s suppose that if the weather is warm, there is a .9 probability that any randomly observed person outside will be wearing a t-shirt, and only a .1 probability that he or she will be wearing a jacket. On the other hand, if the weather is cold, suppose there is a .2 probability that any randomly observed person outside will be wearing a t-shirt, and .8 probability that he or she will be wearing a jacket (Table 1).

The left-hand column gives the probabilities of wearing a jacket or t-shirt if it is cold outside, and the right-hand column gives the probabilities of wearing a jacket or t-shirt if it is warm outside. Each of these columns specifies a probability distribution, with each column summing to one. Each row, on the other hand, represents a likelihood: the likelihood of warm or cold weather, depending on a person’s observed attire. Note that unlike for probabilities, each row need not sum to one.

In other words, probability is a function of the observed attire, given the true weather; this can be denoted P(attire | weather), where the “|” symbol means “given” or “conditional on.” Likelihood, by contrast, is a function of the weather, given the observed attire; this can be denoted L(weather | attire), or more simply, L(weather). For instance, the top left corner of the table says that the probability of a person wearing a jacket (if it is cold outside) is .8, and also that the likelihood of cold weather (if a person is seen wearing a jacket) is .8. Thus, although probability and likelihood are numerically identical, conceptually they are measuring different (and in some sense opposite) concepts. A likelihood is a statement about one or more parameters—that is, about an unknown and unobserved state of nature, such as the current weather in our example. By contrast, a probability is a statement about observed data, such as the person’s attire in our example.

MAXIMUM LIKELIHOOD ESTIMATION

The concept of likelihood provides a framework for estimating unknown parameters of a system. Suppose you look out the window of your hotel room, and the first person you observe is wearing a jacket. What is your best guess for the current weather?

Given the likelihoods in table 1, you should conclude that it is cold outside. Why? The principle is that (given that a jacket is observed) the likelihood of being cold (.8) is greater than the likelihood of being warm (.1). That is, cold weather gives us the highest possible likelihood, higher than the likelihood of any other kind of weather. Formally, cold weather is the maximum likelihood estimate, or MLE. The MLE is the parameter value that makes the observed data most probable. It turns out that in many situations, the MLE is a reasonable way to estimate unknown parameters, and indeed has many desirable properties. Let us look at a more realistic example of finding an MLE.

Example 2: Drilled gastropods.—Kelley and Hansen (1993) reported that in samples from the Matthews Landing stratigraphic level of the Naheola Formation (Middle Paleocene of Alabama), 138 of 297 gastropod specimens were found to have experienced successful drilling predation (46.5%), in which the shell

<table>
<thead>
<tr>
<th>type of attire</th>
<th>jacket</th>
<th>t-shirt</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>cold</td>
<td>.8</td>
<td>.2</td>
<td>1.0</td>
</tr>
<tr>
<td>warm</td>
<td>.1</td>
<td>.9</td>
<td>1.0</td>
</tr>
</tbody>
</table>
was entirely penetrated. These results are from a sample of gastropods in this locality; presumably there were other specimens that were not discovered by paleontologists and therefore never recovered. What we want to know is, of the entire population of all such gastropod specimens in this locality, including those not sampled, what proportion were successfully drilled? This value is the parameter, which we will notate as \( p \). Although the exact value of \( p \) is unknown, presumably our observed sample data should help us estimate \( p \). What is our best estimate, based on our observed sample data?

Intuitively, the best guess should be 138/297, or .465, because this is what was observed in our sample, assuming our sampled specimens are representative of all such specimens in the locality. Let us see how we can use likelihood to formally show that this is indeed the best estimate of \( p \).

Let \( n \) denote the total number of gastropods sampled, of which \( x \) are drilled. We proceed to show that the intuitive estimate \( x/n \) is the MLE for \( p \). To do this, we will find the likelihood function \( L(p) \) and solve for the value of \( p \) that maximizes it. As we saw above, the likelihood function \( L(p) \) is numerically equal to the probability \( P(x \mid p) \) of observing \( x \) drilled specimens. In this case, under some reasonable assumptions, we can model the probability of observing \( x \) drilled gastropod specimens (out of \( n \) recovered) using a Binomial distribution (Fig. 1.1). This distribution models the number of successful outcomes in a fixed number of independent trials, such as the number of heads in a sequence of coin flips. The binomial probability of observing \( x \) successful outcomes out of \( n \) trials is as follows:

\[
P(x \mid p) = \frac{n!}{x! (n-x)!} \; p^x (1-p)^{n-x}
\]

The likelihood function is given by the same expression, but considered as a function of \( p \) rather than of \( x \) (Fig. 1.2):

\[
L(p) = \frac{n!}{x! (n-x)!} \; p^x (1-p)^{n-x}
\]

Note that \( P(x \mid p) \) is a discrete function of \( x \) because only whole number values of \( x \) are possible, whereas \( L(p) \) is a continuous function of \( p \) because \( p \) can be any real number between 0 and 1.

We now proceed to find the value of \( p \) that maximizes \( L(p) \). It turns out that it is easier to maximize the logarithm of the likelihood, rather than the likelihood itself. (The log-likelihood is on a different vertical scale from the likelihood, but both functions attain a maximum at the same value of \( p \); see Fig 1.3.) Taking the natural log of the likelihood function gives us

\[
\log L(p) = \log\left(\frac{n!}{x! (n-x)!}\right) + x \log(p) + (n-x) \log(1-p)
\]

We want to find the value of \( p \) for which this
function is maximized. A principle of calculus is that maxima of a function usually occur where the derivative is zero (i.e., where the slope of the curve is flat). Thus, we take the derivative of the log-likelihood with respect to $p$:

$$\frac{d}{dp} \log L(p) = 0 + \frac{x}{p} \frac{n-x}{1-p}$$

Now we set this derivative equal to zero. The MLE is the value of $p$ at which this equality occurs, which we denote $\hat{p}$:

$$\frac{x}{\hat{p}} - \frac{n-x}{1-\hat{p}} = 0$$

Solving for $\hat{p}$, we find $\hat{p} = \frac{x}{n}$.

Thus we have shown that the MLE is $x/n = 138/297 = .465$, which is indeed the common-sense estimate. That is, based on observing 138 out of 297 drilled shells in our sample, our best estimate is that .465 of shells in the entire population of all such shells at this locality would be drilled, assuming that our observed dataset is a representative random sample.

Technically, there is still some work to do. Calculus tells us that the point at which the derivative of a function is zero may be a maximum, minimum, or inflection point. We therefore need to verify that we have actually maximized the likelihood, rather than finding (e.g.) a minimum likelihood estimate, which would surely be undesirable. This can be done by checking the second derivative; here we omit this step for brevity. Alternately, examining a graph of the likelihood function (Fig. 1.2) makes clear that we have indeed found the maximum.

**Uses and properties of maximum likelihood estimation.**—The answer in Example 2 above matches what we would expect intuitively, so in this case the method of maximum likelihood (ML) simply tells us that the obvious answer is the correct one. While confirming obvious answers has some value, the utility of the ML approach becomes more apparent in complex situations, where there may be no obvious answer at all. For instance, Foote (2003) uses ML to estimate the origination rate, extinction rate, and preservation rate for marine invertebrate genera in each of 77 stages and substages spanning the Phanerozoic. Another example is Hunt (2007), who uses ML to determine the evolutionary mode (directional change, random walk, or stasis) in 250 datasets of evolving traits. Other examples in paleontology—and this is by no means an exhaustive list—include Solow (1996, 2003), Solow and Smith (1997, 2000, 2010), Wagner (1998, 2000), Sims and McConway (2003), McConway and Sims (2004), Foote (2005, 2007), Hunt (2006, 2008), Solow et al. (2006), and Wang and Everson (2007).

While the maximum of the likelihood function tells us the most likely value of a parameter, other aspects of the likelihood function are informative as well. In particular, the variability of an estimate is related to the second derivative (concavity) of the likelihood function. If the likelihood function is strongly concave (Fig. 2.1), then the MLE is much more likely than are neighboring points. In other words, the MLE is much more consistent with our observed data than are other values of $p$. In that case, the variance or standard error of $\hat{p}$ is relatively small, and $p$ can be estimated precisely. By contrast, if the likelihood function is only weakly concave (Fig. 2.1), then a relatively wide range of $p$ values is nearly equally consistent with the observed data, and the variance of $\hat{p}$ is large. In fact, one can use the shape of the likelihood function to set a confidence interval for $p$. A full treatment of this topic is beyond the scope of this review; see Casella and Berger (2002, chapter 7) for details.

In addition to being intuitively appealing, maximum likelihood estimates have many useful statistical properties (Casella and Berger, 2002, chapter 7). Under some reasonable conditions on the probability model, it can be shown that MLEs have the following asymptotic properties:

1) Unbiasedness: the expected value of the MLE is equal to the true parameter value
2) Efficiency: the MLE has the smallest possible variance among unbiased estimators of the parameter
3) Normality: the sampling distribution of the MLE is Normal (Gaussian)
4) Consistency: the MLE becomes arbitrarily close to the true parameter value

It is important to emphasize that these are asymptotic properties; that is, they hold as the sample size increases to infinity. Of course, no real dataset ever has an infinite number of observations. For finite sample
sizes, these properties may not hold; for instance, the MLE may be biased (systematically high or low relative to the true value of $p$). However, it is often the case that these properties are approximately satisfied in practice for reasonable sample sizes.

**LIKELIHOOD RATIO TESTS**

The examples above use the maximum likelihood principle for estimating values of an unknown parameter. The principle of likelihood also provides a way to generate tests of hypotheses about unknown parameters, using a technique known as likelihood ratio testing.

**Example 3: Cope’s rule.**—Alroy (1998) investigated Cope’s rule—the increase in body size of lineages over time—in North American Cenozoic mammals. He examined body masses for 779 potential ancestor-descendant pairs, consisting of younger and older species in the same genera. If Cope’s rule does not hold, then we would expect half of the 779 younger species to be larger, and half to be smaller. Instead, Alroy found that 442 of the younger species were larger, or 56.7%. Does this provide evidence in favor of Cope’s rule, or could such a discrepancy have happened by chance, even if Cope’s rule were not true?

To answer this question, we can use a likelihood ratio test (LRT). Let $p$ denote the underlying probability that a descendant species exceeds the size of its ancestor. We want to test the null hypothesis $H_0: p = .5$ against the alternative hypothesis $H_a: p \neq .50$. (Even though Cope’s rule refers strictly to size increase, here I use a two-sided alternative hypothesis because either an increase or decrease in size would be of interest.)

The *likelihood ratio* is given by

$$\Lambda = \frac{\text{maximum of } L(p) \text{ for values of } p \text{ under } H_0}{\text{maximum of } L(p) \text{ for values of } p \text{ under either } H_0 \text{ or } H_a}$$

This ratio always takes on values between 0 and 1, because the numerator is a more restrictive maximum and therefore cannot exceed the denominator, which is a more general (unconstrained) maximum. Note that the denominator calls for the maximum height of the likelihood function reached at any value of $p$ consistent with either the null or alternative hypotheses. In most cases, this value of $p$ is simply the MLE, by definition. Thus, in many cases we can rewrite the likelihood ratio as simply

$$\Lambda = \frac{L(p_0)}{L(\hat{p})}$$

where $p_0$ is the value of $p$ under $H_0$, and $\hat{p}$ is the MLE.

A value of $\Lambda$ close to 1 means that $p_0$ explains the observed data almost as well as any value of $p$ does, because the likelihood under $H_0$ is nearly as high as

---

**FIGURE 2**—Concavity of likelihood functions. 1, Plot of a strongly concave likelihood function, for which $p$ can be estimated with high precision (small variance). 2, Plot of a weakly concave likelihood function, for which $p$ can be estimated with low precision (high variance).
the likelihood could ever possibly be. In that case, we do not reject the null hypothesis. A small value of \( \Lambda \) (close to 0), on the other hand, implies that \( H_0 \) explains the observed data much more poorly than the best possible value of \( p \) does. In that case, we reject the null hypothesis; there are other hypotheses that explain the observed data much better. A natural question is, how small is a “small” value of \( \Lambda \)?

To answer this question, we use \(-2 \log \Lambda\) as our test statistic, rather than \( \Lambda \) itself. It can be shown that under some reasonable conditions, if the null hypothesis is true, then \(-2 \log \Lambda\) follows a chi-square distribution (Casella and Berger 2002, chapter 8). The number of degrees of freedom is equal to the difference in the number of free parameters specified under \( H_o \), and the number under \( H_o \) and \( H_a \) taken together. In our example, under \( H_o \) there are no free parameters (because \( p \) is constrained to be .5), and under \( H_o \) and \( H_a \) taken together there is one free parameter (because \( p \) can be any real number between 0 and 1), so we have \( 1 - 0 = 1 \) degree of freedom.

Let \( x \) denote the number of pairs (out of the \( n \) pairs observed) in which the descendant species exceeds the size of its potential ancestor. We can model the probability of observing \( x \) descendant size increases using a Binomial distribution with parameter \( p \). The likelihood function is therefore

\[
L(p) = \frac{n!}{x!(n-x)!} p^x (1-p)^{n-x}
\]

Under the null hypothesis we have \( p_0 = .5 \) and \( \hat{p} = x/n \) as derived in Example 2, which here equals 442/779 = .567. Thus the likelihood ratio is

\[
\frac{L(p_0)}{L(\hat{p})} = \frac{L(.5)}{L(.567)}
\]

\[
= \frac{779!}{442! (779-442)!} \cdot .5^{442} (1-.5)^{779-442}
\]

\[
= \frac{779!}{442! (779-442)!} \cdot .567^{442} (1-.567)^{779-442}
\]

\[= .000827\]

This value is small—much closer to zero than to one—meaning that \( H_o \) does not explain the data nearly as well as the MLE explains the data. To formalize this conclusion, we calculate the test statistic \(-2 \log \Lambda\), which equals \(-2 \log(.000827) = 14.2\). Under \( H_o \) the test statistic follows a chi-square distribution with \((1 - 0) = 1\) degree of freedom. The \( p \)-value associated with a chi-square value of 14.2 is .0002, so we reject \( H_o \) and conclude that this dataset provides strong evidence supporting \( p \neq .5 \) (and specifically \( p > .5 \)), implying that Cope’s rule holds for North American fossil mammals.

**Uses and properties of likelihood ratio tests.**—For the dataset in Example 3, several standard tests could have been used to test for Cope’s rule, such as a \( z \)-test, chi-square test, or G-test. In fact, many standard tests can be derived as likelihood ratio tests, or are approximately equivalent to LRTs. As with maximum likelihood estimation, the value of the LRT framework is that it can be applied to situations for which there are no existing standard methods. For instance, Wang and Everson (2007) use LRTs to test for multiple extinction pulses based on stratigraphic range data. Another example is Sims and McConway (2003), who use LRTs to test for heterogeneity in diversification rates in angiosperms. For other examples in paleontology, see the references given above in the section on “Uses and properties of maximum likelihood estimation.”

As with maximum likelihood estimation, likelihood ratio tests have optimality properties under certain conditions. It can be shown that in some situations, the LRT is the most powerful test for a given \( \alpha \) level (Type I error rate). That is, for a given false positive error rate, the LRT is better able to detect departures from the null hypothesis than is any other test (Casella and Berger 2002, chapter 8.).

**The Bayesian Paradigm**

In the past few decades, the Bayesian approach to statistics has become increasingly popular. Here we present the Bayesian approach and describe how it differs from classical or “frequentist” statistics, focusing on two particularly controversial points: the use of prior information and subjective probability.

**Prior Belief**

In analyzing a dataset, should we use prior knowledge obtained external to the dataset itself? The Bayesian approach allows scientists to incorporate such prior knowledge in the results of an analysis. Here are three examples in which prior knowledge might be at
odds with the actual experimental results.

**Example 4.**—You are a pollster carrying out an opinion poll to assess how potential voters feel about the job the president is doing. Contemporaneous polls by other organizations have found the president’s approval rating at approximately 55%. Your poll, however, finds only 41% approving of the president. Given what other polls are reporting, this result seems unexpectedly low. Perhaps, you suspect, your sample happened to be unrepresentative of potential voters as a whole, just by random chance. To get the best estimate of the president’s approval rating, should you therefore adjust your results upwards to account for this external knowledge, and report the approval rating as being higher than 41%—say, averaging 41% and 55% to arrive at a figure of 48%?

**Example 5.**—You are carrying out a clinical trial of a new cholesterol-lowering drug for a pharmaceutical company. From previous clinical trials and from similar drugs in this class, your expectation is that this drug will reduce cholesterol by 15 points. However, your clinical trial finds that on average, the new drug reduces cholesterol by only 5 points. You speculate that the subjects in your study, for whatever reason, responded less well to the drug than most patients would. Is it proper to incorporate your prior knowledge and report that the drug is expected to lower cholesterol by, say, 10 points in its intended population?

**Example 6.**—You are a student taking a class. On the final exam, you score a 96%, which should be a solid A grade. However, the professor knows that you have had trouble in two previous classes in the same subject, earning a C and C+. The professor suspects that you might have gotten lucky on the final exam—perhaps the questions on the exam just happened to match the topics you studied, or by chance you guessed correctly on some questions you didn’t really know. To better reflect your knowledge of the material, should the professor discount your score and give you a B+ on the final exam instead of an A?

Often people find it unscientific or even unethical to incorporate prior knowledge in these scenarios. On the other hand, one might argue that there is always prior knowledge in scientific problems. After all, we don’t think (non-avian) dinosaurs went extinct last Tuesday, or that smoking increases longevity; any studies that came to such conclusions would immediately be found dubious. Why should we not incorporate such knowledge into the scientific process? The Bayesian approach allows, even encourages, scientists to specify and incorporate their prior knowledge, and this is one reason that it has been controversial. Below (in Example 10) we will see a situation in which it may be more reasonable to incorporate prior knowledge into an analysis.

**SUBJECTIVE PROBABILITY**

Another aspect of the Bayesian paradigm that has been controversial is its use of a subjective definition of probability. Before examining this subjective definition, we begin by discussing the classical definition of probability.

**The frequentist definition of probability.**—What does it mean to say that when one flips a coin, the probability of getting a heads is $\frac{1}{2}$? There are several ways of defining the concept of probability. The most commonly used definition in traditional statistics is the classical or frequentist definition, so-called because it is based on long-run relative frequencies. According to this definition, when we say that the probability of flipping heads is $\frac{1}{2}$, we mean that the proportion of flips landing heads approaches $\frac{1}{2}$ in an infinitely long sequence of repeated flips. In other words, $\frac{1}{2}$ is the limit of the fraction $\frac{\text{number of heads}}{n}$ as $n$ goes to infinity. Although this definition seems simple enough, there are some complications that arise in applying the definition. First, this definition is an empirical one; to use it to assign probabilities to events, we must (if we are to follow the definition strictly) repeat a series of events an infinite number of times. Clearly, this is impossible. Second, and more importantly for our purposes, this definition can be applied only to events that can be, at least in theory, repeated an infinite number of times. It cannot be applied to events that are unique or non-repeatable. Consider the following probabilities:

**Example 7.**—The New York Yankees won the World Series in the 2009 major league baseball season. What is the probability that they will repeat as champions in 2010?
Example 8.—There are currently at least two high-profile female politicians who have run or may be considering running for the President of the United States. What is the probability that the U.S. will elect its first female president in 2012?

Example 9.—Arizona and New Mexico are both large states (in terms of land area) in the southwestern United States. Off the top of my head I’m not sure which one is larger—perhaps New Mexico. What is the probability that New Mexico is in fact larger than Arizona?

None of these events is infinitely repeatable, even in theory, in the way that a coin flip is; all are unique. The 2010 World Series is held only once, as is the 2012 U.S. election. The sizes of Arizona and New Mexico are not even future events; they are just facts. Nonetheless, it may seem reasonable to use the term “probability” in these contexts, because these events are uncertain. This uncertainty is the basis of the subjective definition of probability used in Bayesian statistics. Unlike the frequentist definition of probability, which is a measure of randomness, subjective probability is a measure of uncertainty or degree of belief. Any event that is uncertain can therefore be assigned a probability, whether it is repeatable or not. Different people may assign different subjective probabilities to the same event, as your measure of uncertainty may differ from mine (for instance, you may be from New Mexico and know exactly how large it is). Regardless of one’s degree of belief, however, the Bayesian paradigm provides a framework in which one can update one’s initial (prior) belief in light of newly observed information.

Although the use of prior information has been the object of some controversy, in my opinion it is the use of subjective probability that is the most important aspect—or rather, benefit—of the Bayesian approach. In many situations, subjective probability provides a more straightforward interpretation of the results of an analysis than a frequentist interpretation does. For instance, a frequentist might report in Example 2 that a 95% confidence interval for \( p \), the proportion of drilled gastropods is (42%, 51%). It is tempting to interpret this interval as meaning that there is a 95% probability that \( p \) is between 42% and 51%. Not only is this interpretation incorrect, however, it is not even a valid use of the concept of probability, according to the frequentist definition. In this situation, \( p \) is a fixed (but unknown) quantity, and the confidence limits 42% and 51% are fixed as well. With no random or stochastically varying quantities present, the frequentist concept of probability is simply inapplicable. It does not make sense to ask what proportion of the time \( p \) lies between 42% and 51%; either it is between 42% and 51%, or it is not. (Such a question would be analogous to asking for the probability that 2 is between 1 and 3, which is nonsensical.) All we can say in this situation is that our method of finding confidence intervals, if applied to an infinite number of samples, would yield an interval—not necessarily (42%, 51)—that captures \( p \) 95% of the time.

On the other hand, the Bayesian equivalent of a confidence interval (termed a credible interval) allows the straightforward interpretation that there is a 95% probability that \( p \) lies between 42% and 51%. Using the subjective definition of probability, this interpretation is valid because even though \( p \) is not random, it is uncertain. The fact that a Bayesian approach allows this natural inference is an important advantage compared to the more indirect frequentist interpretation, which permits conclusions only about the long-run success rate of the confidence interval procedure rather than about the particular interval (42%, 51%) itself. In Examples 10 and 11 below, we calculate examples of Bayesian credible intervals.

**EXAMPLE: RETURNING LOST WALLETS**

Example 10.—Here we carry out a simple example of a Bayesian analysis, which should clarify the distinction between the frequentist and Bayesian approaches. Suppose you are on vacation in an unfamiliar city. As you are walking down the street, you come across a wallet on the ground that someone has apparently dropped, containing ID, family photos, credit cards, and some cash. What do you do with it? You see a police officer on patrol; aren’t they supposed to be able to help in situations like this? You give the wallet to the officer and ask him or her to return it to its rightful owner. What will the officer do? Some readers may suspect that the officer will be tempted to keep some of the money. What is the probability \( p \) that the officer will steal some of the cash in the wallet before attempting returning it?

The ABC news program *PrimeTime* (ABC News,
2001) carried out a hidden-camera experiment to investigate whether officers would be dishonest after receiving a supposedly lost wallet. Show staffers turned in wallets with known amounts of cash to 20 officers in New York City and 20 in Los Angeles. The staffers, pretending to be ordinary citizens, asked the officers to return the wallet to its rightful owner, whose contact information could be found in the wallet. Using this example, I will work through the steps of a Bayesian analysis.

1. Formulate the prior distribution.—I discuss the lost wallets example in class, and before showing the results I ask my students to predict \( p \), the proportion of dishonest officers. They typically guess around .3, with extremes ranging from .1 to .9. How can we quantify this prior belief? One way would be to average the students’ predictions. Even better, we can use a probability distribution that describes our degree of belief in all the values of \( p \). This distribution is the prior distribution on \( p \) (often referred to as simply “the prior”), which we write as \( f(p) \). This distribution quantifies our uncertainty about \( p \) before observing any results or data from our experiment. Such a prior is shown in Figure 3.1: the peak is near .3, with substantial weight given to values between about .1 and .6, and less weight given to more extreme values of \( p \). The curve used here is a Beta\((a, b)\) distribution, a two-parameter distribution commonly used to model prior belief about Binomial proportions. The Beta distribution is defined by the following probability density function (pdf):

\[
f(p) = \frac{\Gamma(a + b)}{\Gamma(a) \Gamma(b)} \cdot p^{a-1} (1 - p)^{b-1} \quad a, b > 0, \ 0 < p < 1
\]

Here \( \Gamma() \) denotes the gamma function, a generalization of the factorial function (Casella and Berger, 2002, p. 99). The Beta distribution is an appropriate choice because it is defined for values between 0 and 1, and it can take on a variety of shapes depending on the values of its two parameters. Here I used a Beta\((a = 2, b = 3)\) distribution; other examples of Beta distributions are shown in Figure 4.

Note that under a frequentist viewpoint, \( f(p) \) would be meaningless. The parameter \( p \) is an unknown but fixed number, not a randomly varying quantity, and as such one cannot talk about its probability distribution, any more than one could talk about the probability distribution of the number 17 (like \( p \), 17 doesn’t vary—its just 17). The subjective definition of probability, however, only requires that \( p \) be uncertain. Thus a Bayesian can validly say that (a priori) there is a .51 probability that \( p \) is between .2 and .5, a .94 probability that it is between .1 and .9, and so on. To reiterate, the subjective definition of probability quantifies the uncertainty due to our ignorance about (or belief about) \( p \).

2. Collect the data and summarize the results.—Now that we have quantified our prior knowledge, the next step is to collect the data: to measure the specimens, carry out the opinion poll, run the clinical trial, etc., and observe the results. In the lost wallets experiment run by PrimeTime, it turns out that of the 40 police officers approached by show staffers, all of them—40 out of 40—returned the wallet with not a penny missing.

Before seeing these results, we had hypothesized that \( p \) might be around .3. If 30% (.3) of all officers were in fact dishonest, what is the probability that none of the 40 officers selected by PrimeTime would happen to be dishonest? To calculate this probability, we model the probability of observing \( x \) dishonest officers (out of the \( n \) tested) using a Binomial distribution. Letting \( f(x | p) \) denote the probability of observing \( x \) dishonest officers, we have

\[
f(x | p) = \frac{n!}{x! (n - x)!} \cdot p^x (1 - p)^{n - x}
\]

Notice that this is the same as the likelihood function in Example 2. In fact, although this term is being interpreted as a probability rather than a likelihood, Bayesians often refer to it as “the likelihood” because it is numerically identical to the probability. Figure 3.2 shows \( f(x | p) \) as a function of \( p \). In our case, if \( p \) really were .3, then the probability of observing zero dishonest officers out of 40 would be

\[
f(0 | p) = \frac{40!}{0! (40 - 0)!} \cdot .3^0 (.1)^{40 - 0}
\]

which equals about .0000006, or about 1 in 1.5 million. Evidently, PrimeTime’s results would be very unlikely if \( p \) had truly been .3.

3. Update our belief in light of the data.—How do we update our prior beliefs in light of the new information we have observed? We initially thought there
FIGURE 3.—Prior, likelihood, and posterior for Example 10 (lost wallets). 1, Beta(2, 3) prior distribution, \( f(p) \). Here \( p \) denotes the probability that a police officer will steal some of the cash in a supposedly lost wallet before attempting to return it to its owner. This curve reflects the consensus prior belief of students in my classes in which I present this example. The highest a priori probability is concentrated near \( p = .3 \), with substantial weight given to values between .1 and .6 as well. 2, Likelihood \( L(p) \) given that \( x = 0 \) was observed. Values of \( p \) near zero are the most likely, given that no officers out of 40 stole any cash before returning the wallet. 3, Beta(2, 43) posterior distribution, \( f(p \mid x) \), obtained by multiplying the prior and the likelihood for each value of \( p \). The curve reflects our prior belief about \( p \), as well as the observed data \( x \). Even though our prior belief was concentrated near \( p = .3 \), the observed data \( x = 0 \) has “pushed” the posterior probability towards \( p = 0 \).

was a .3 probability that an officer would be dishonest; presumably we should revise that estimate downwards in light of PrimeTime’s results. By how much should we do so? What we need now is the probability of \( p \) given our observed data \( x \), which we notate as \( f(p \mid x) \). This quantity is called the posterior distribution (often referred to as simply “the posterior”), because it quantifies our knowledge of \( p \) after observing the data \( x \).

How do we calculate \( f(p \mid x) \) using \( f(p) \) and \( f(x \mid p) \) from the previous two steps? Here we use Bayes Theorem, a well-known result that tells us how to “reverse” conditional probabilities (Casella and Berger 2002, section 1.3). Let \( A \) and \( B \) denote two discrete events; then Bayes Theorem states the following:

\[
P(B \mid A) = \frac{P(B) P(A \mid B)}{P(A)}
\]

Letting \( B = p \) and \( A = x \) and using the notation of continuous probability distributions rather than discrete events, we have

\[
f(p \mid x) = \frac{f(p) f(x \mid p)}{f(x)}
\]

Notice that because the denominator does not depend on \( p \), in many cases we can simply ignore it. Our goal is usually to find the relative probabilities of different values of \( p \)—for instance, how much more probable is \( p = .3 \) compared to \( p = .5 \) or \( p = .8 \). In that case, the denominator is merely a scaling factor that multiplies the probabilities for all values of \( p \) by the same amount. In a graph of the posterior such as Figure 3.3, this scaling factor will affect only the vertical scale of the graph (i.e., the labels on the \( y \)-axis) but not its shape, which is usually what is important. Therefore, to update our prior in light of the observed data, we need only multiply the prior and the likelihood:

\[
f(p \mid x) \propto f(p) f(x \mid p)
\]

Our posterior for the proportion of dishonest police officers is therefore

\[
f(p \mid x) \propto \frac{\Gamma(a + b)}{\Gamma(a) \Gamma(b)} \frac{n!}{x! (n-x)!} p^x (1-p)^{n-x}
\]

Combining similar terms gives us

\[
f(p \mid x) \propto \frac{\Gamma(a + b)}{\Gamma(a) \Gamma(b)} \frac{n!}{x! (n-x)!} \frac{n!}{x! (n-x)!} p^{a+x-1} (1-p)^{b+x-n}
\]
Notice that this expression has the form of a Beta pdf: like the Beta pdf given above (in the discussion of the prior distribution), this expression has $p$ raised to some power, multiplied by $(1 - p)$ raised to some power. However, the parameters here differ from those in the Beta prior distribution; here we have a $\text{Beta}(a + x, b + n - x)$ distribution. But the important point is that both the prior and the posterior are Beta distributions. That is, we started with a $\text{Beta}(a, b)$ prior, observed our data and updated the prior, and ended up with a $\text{Beta}(a + x, b + n - x)$ posterior. We say that the Beta distribution is a conjugate prior for the Binomial parameter $p$, because the prior and posterior are members of the same family of distributions. This property does not hold for most combinations of prior distributions and probability models. When it does hold, however, as it does here for a Beta prior together with a Binomial model, the calculations turn out to be straightforward.

To obtain the posterior in our example, we substitute in $a = 2$, $b = 3$, $x = 0$, and $n = 40$ (Fig. 3.3), arriving at the following posterior distribution:

$$f(p \mid x) \propto p^{a+x-1}(1-p)^{b+n-x-1}$$

In a Bayesian analysis, the posterior distribution quantifies our uncertainty about the unknown parameter, conditional on the observed data. The posterior in our example tells us that having seen the data, our belief should be that $p$ is closer to zero than we had first believed, since the peak of the posterior has moved much closer to zero than the peak of the prior was. In fact, 95% of the area under the posterior lies between approximately .006 and .12, so the interval (.006, .12) is termed a 95% credible interval for $p$. Such a credible interval is the Bayesian analogue of a frequentist confidence interval, but it has a more straightforward interpretation: unlike for a frequentist confidence interval, we can say there is a .95 probability that $p$ is between .006 and .12.

Typically the mean of the posterior distribution is used as a point estimate for the unknown parameter. For a $\text{Beta}(a, b)$ distribution, it can be shown that the mean is $\frac{a}{a+b}$. Therefore the prior mean is $\frac{a}{a+b} = \frac{2}{5} = .4$, and the posterior mean is

$$\frac{a + x}{(a + x) + (b + n - x)} = \frac{a + x}{a + b + n} = \frac{2}{45} \approx .04.$$  

Thus the observed data has shifted our estimate of
between 0 and 1 is equally probable, so our analysis should not pretend that is the case.

On the other hand, one might favor the Bayesian interpretation of probability, or the ability of Bayesian models to account for multiple sources of uncertainty, yet seek to minimize the effect of the prior on the analysis. This has led to the development of objective Bayes methods, which attempt to determine prior distributions through formal rules rather than subjective judgment. Accomplishing this goal is not as simple as merely using a uniform prior. Note, for instance, that a prior that is uniform on one measurement scale (e.g., kilograms) may not be uniform when the data are transformed (e.g., log kilograms). One solution to this issue is the Jeffreys prior (Jeffreys, 1961), an objective prior that is invariant to changes in parametrization. The broader question of how to select priors by objective rules is an active research area; see Kass and Wasserman (1996) and Berger (2006) for overviews. The growth of objective Bayes methods is an important development because it expands the audience for Bayesian modeling to those who want to take advantage of its flexibility, but aren’t necessarily interested in incorporating prior information.

Connections with frequentist inference.—What happens to the posterior if we use a uniform prior? In Step 3 above, we saw that \( f(p | x) \propto f(p) f(x | p) \), with the latter term on the right-hand side being numerically equal to the likelihood. With a uniform prior, we have \( f(p) \propto 1 \), so that the prior has essentially no effect on the posterior. This implies that \( f(p | x) \propto f(x | p) \)—in other words, the posterior is simply the likelihood, and the MLE is equivalent to the posterior mode. What a non-uniform prior does is to give varying weights to the likelihood in different regions of the parameter space. The posterior, in this sense, is a weighted likelihood, in which the weights reflect prior belief. Seen from this viewpoint, the Bayesian approach is not so different from the frequentist likelihood-based approach. Bayesians use a different conception of probability, and they typically look at the posterior mean rather than the mode, but both frequentist and Bayesian approaches are based on the likelihood function.

Dependence of the posterior on sample size.—The shape of the posterior depends not only on the prior and the observed data, but also on the sample size. Figure 5.1 shows the posterior that would have
resulted if we had observed the same result (0 dishonest officers) but with a sample size of \( n = 4 \) instead of \( n = 40 \), and Figure 5.2 shows the posterior if \( n \) had been 100. In the former case, the posterior is more heavily influenced by the prior; the relative lack of empirical information means our prior belief is relatively little affected by the data. In the latter case, the large amount of empirical information overwhelms our prior, and the posterior primarily reflects the observed data.

**EXAMPLE: LATE CRETACEOUS AMMONITE EXTINCTION**

*Example 11.*—We close with an example of a Bayesian analysis of paleontological data. Although Bayesian modeling in paleontology dates back at least to Strauss and Sadler (1989), such analyses have not yet become commonplace outside of phylogeny reconstruction. One example was given by Wang et al. (2006), who use Bayesian methods to infer extinction levels in a 22-parameter model of a Late Permian food web. Another example was described by Hannisdal (2007), who analyzed phenotypic evolution in foraminifera, using a Bayesian model to control for uncertainty arising from several geological variables and measurement error. A third example was given by Puolamäki et al. (2006), who used a Bayesian model to determine the temporal ordering of fossil sites given data on the taxa occurring in each site. These examples highlight an additional strength of Bayesian methods: they are well adapted to high-dimensional problems in which one must account for numerous sources of uncertainty in a coherent way.

These examples are too involved to discuss here; instead, I present an example adapted and simplified from Strauss and Sadler (1989, section 4.3). In the interest of brevity and expository clarity, I reduce Strauss and Sadler’s two-parameter model to a one-parameter model, and I also use a different prior distribution. The goal is to estimate the time or position corresponding to a taxon’s true time of extinction (or migration) in a stratigraphic section, using the locations of its fossil finds in that section. To illustrate, I use a dataset on the locations of fossil finds of the ammonide *Grossouwrites gemmatus* from the Late Cretaceous of Seymour Island, Antarctica (Macellari, 1986), also used by Strauss and Sadler (1989). The highest fossil find of this species occurs 1150 m above the base of the section, so the true extinction horizon must occur above this point. But it’s unlikely that we have found the very last ammonite before the extinction; most likely the true extinction lies higher than 1150 m. How much higher?

Let \( \theta \) denote the position of the true extinction horizon in this section; this is the unknown parameter we wish to estimate. Let \( x_1, \ldots, x_n \) denote the locations of fossil finds. We make the simplifying assumption of uniform preservation and recovery potential — in other words, that fossil specimens are equally likely to be found at any point when the taxon is extant. Because this assumption appears to be reasonably well satisfied for finds located higher than 1000 m above the base of the section (Wang et al., 2009), I will use only the finds in that part of the section. This includes \( n = 13 \) specimens of *G. gemmatus* but excludes 11 older specimens. For convenience, I will rescale \( x_i \) and \( \theta \) so that the units are expressed as meters above the 1000 m point. Thus, a specimen found at 1133 m above the base of the section will be expressed as 133 m.

Elliot et al. (1994) reported an iridium anomaly at approximately 1159.5 m (i.e., 159.5 m in our rescaled units). A priori — before knowing the locations of the fossil finds — we might suspect that the extinction of *G. gemmatus* occurred near this anomaly. To quantify this belief, we set our prior to be a Normal distribution centered at a mean of 159.5 m. Of course, the extinction could have occurred before or after the anomaly, so our prior should allow for some variability around this mean. I somewhat arbitrarily decided to use a standard deviation of 8 m to express this uncertainty; this value is large enough that it does not unduly constrain our estimate of \( \theta \). Thus our prior distribution is as follows (Fig. 6.1):

\[
f(\theta) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left\{ -\frac{1}{2} \left( \frac{\theta - 159.5}{8} \right)^2 \right\}
\]

Why use a Normal distribution at all, rather than some other functional form? If we had information about uncertainty in the position of the iridium anomaly, we could incorporate it into the prior, which might then be best described by a distribution other than the Normal. In the absence of such information, however, I simply use the Normal as a convenient default.

The next step is to calculate the likelihood. This is numerically equal to the joint pdf of \( x_1, \ldots, x_n \) given \( \theta \). The assumption of uniform preservation and recovery implies that for each fossil find, the pdf is \( f(x_i \mid \theta) = 1/\theta \). Because we have \( n \) independent finds, the joint pdf of all \( n \) finds is the product of the individual pdfs (Fig. 6.2):
\[ f(x_1 \ldots x_n \mid \theta) = \left(\frac{1}{\theta}\right)^n \quad x_i \leq \theta \text{ for all } i. \]

The posterior is then proportional to the product of the prior and likelihood (Fig. 6.3):

\[ f(\theta \mid x_1 \ldots x_n) \propto \frac{1}{8\sqrt{\pi n}} \exp \left\{ -\frac{1}{2} \left( \frac{\theta - 159.5}{8} \right)^2 \right\} \left(\frac{1}{\theta}\right)^n \]

with \( \theta \geq x_i \) for all \( i \). This posterior quantifies our belief in the value of \( \theta \), the true endpoint of \( G. \text{gemmatus}'s \) stratigraphic range, based on our prior knowledge of the iridium anomaly and on the taxon’s 13 observed fossil finds. For a point estimate, we can take the mean of the posterior. Unlike for the wallets example above, here there is no simple formula for the posterior mean. However, it is straightforward to solve for the mean numerically; it turns out to be 158.2 m (i.e., 1158.2 m above the base of the section). The 90% credible interval is the interval that contains 90% of the area under the posterior curve; this can also be solved numerically and turns out to be (1150 m, 1166 m) above the base of the section. Thus we can say that there is a 90% probability that the true extinction horizon lies between 1150 m and 1166 m — a straightforward interpretation that is not possible in a frequentist context.
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**FIGURE 5.**—Effect of sample size on the posterior. 1–3, Prior, likelihood, and posterior assuming the sample size is \( n = 4 \) observations. 4–6, Prior, likelihood, and posterior assuming the sample size is \( n = 100 \) observations. Compare to Fig. 3. When the sample size is small (1–3), the influence of the prior is stronger. When the sample size is large (4–6), the influence of the data (via the likelihood) is stronger and dominates the posterior; the prior has little effect.
Note that any interval containing 90% of the area under the curve is a 90% credible interval; such intervals are not unique. For example, we could take the interval that contains the middle 90% of the area under the curve, with 5% lying outside the interval on either side (the equal-tail interval). Another option is to take the interval corresponding to the values of \( \theta \) for which the posterior density is highest (the highest posterior density interval). Here I used the latter option, as it results in the shortest possible interval.

**MORE COMPLEX MODELS: MARKOV CHAIN MONTE CARLO**

In Example 10, the Beta distribution was the conjugate prior corresponding to the Binomial model. This fact is mathematically convenient: once we know that we have a conjugate prior, we need not carry out the actual multiplication of \( f(p) \) and \( f(x \mid p) \) to obtain the posterior; we need only update the parameters of \( f(p) \) to arrive at \( f(p \mid x) \). Furthermore, the fact that we have a conjugate prior means that we can calculate the actual value of the posterior (not just a value proportional to the posterior) without having to evaluate the scaling factor \( f(x) \), which is often a difficult calculation. In addition to the Beta/Binomial case presented here, there are other situations in which conjugate priors exist: Normal priors for Normal models, Gamma priors for Poisson and Exponential models, Dirichlet priors for Multinomial models, etc. (Gelman et al., 2003). In cases where there is no conjugate prior, the form of the posterior distribution can be messy, making it difficult to find the posterior mean or other summary statistics. In such cases, there is typically no closed-form solution for the posterior mean, and it becomes necessary to use numerical techniques; this was the case in Example 11. That example had only one parameter, so it was not difficult to solve for the posterior mean and credible interval using simple numerical techniques. In more complex situations, such as the 22-parameter problem of Wang et al. (2006), more sophisticated numerical techniques are necessary. Commonly used are Markov Chain Monte Carlo (MCMC) methods such as the Gibbs Sampler (Geman and Geman 1984) and the Metropolis-Hastings algorithm (Metropolis et al. 1953, Hastings 1970). These iterative algorithms are computationally intensive, but the growth of fast computing power in the last two decades has made such techniques more practical, contributing to the popularity of Bayesian methods. Here I briefly describe conceptually how MCMC methods work; see Gelfand and Smith (1990), Gelman et al. (2003), and Manly (2006) for details. For simplicity, my explanation is in the context of a one-parameter problem, but keep in mind that these methods generalize to and are especially useful for multi-parameter problems.

Our goal is to estimate quantities associated with the posterior distribution, such as the mean, quantiles, credible intervals, and so on. Such quantities are often defined as integrals — for example, the mean is \( \int \theta f(\theta \mid x) \, d\theta \), and a 90% credible interval is an interval \( (a, b) \) such that \( \int_a^b f(\theta \mid x) \, d\theta = .90 \). Such integrals are often intractable, especially when a conjugate prior is not used. MCMC methods approximate these integrals by taking samples from the posterior distribution. For example, to approximate the posterior mean, we take a sample from \( f(\theta \mid x) \) and calculate the mean of the sample values. By taking a large enough sample, we can approximate the mean to any level of precision. The question then becomes, how do we obtain such a sample from \( f(\theta \mid x) \)?

Imagine a kangaroo jumping back and forth along a number line labeled with values of \( \theta \). Sometimes the kangaroo lands on high values, sometimes on low values, and other times in between. The goal is to have the kangaroo jump in such a way that it lands on each value of \( \theta \) with a frequency proportional to \( f(\theta \mid x) \). For instance, in Example 11, \( f(\theta \mid x) \) is high for \( \theta \) between 1150 m and 1160 m, low for \( \theta > 1170 \) m, and zero for \( \theta < 1150 \) m (Fig. 6.3). We therefore want our kangaroo to jump so that it lands most often between 1150 and 1160, less often to the right of 1170, and never to the left of 1150. To accomplish this, we need a jumping rule that guides our kangaroo’s movements. Different flavors of MCMC use different jumping rules; a typical rule might be something like, “Suppose we are currently at the value \( \theta_0 \). Randomly choose a new value of \( \theta \); call this \( \theta^* \). If \( f(\theta^* \mid x) \) is higher than \( f(\theta_0 \mid x) \), then definitely jump to \( \theta^* \). If not, then jump to \( \theta^* \) with probability \( \frac{f(\theta^* \mid x)}{f(\theta_0 \mid x)} \) or otherwise stay at \( \theta_0 \).” This is the Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970; although they described it without the kangaroo.) While I will not attempt to rigorously prove that this rule works, it should be intuitively reasonable that following this rule will result in...
FIGURE 6.— Prior, likelihood, and posterior for Example 11 (Late Cretaceous ammonite extinction, Seymour Island, Antarctica). 1, Prior distribution \( f(\theta) \) based on location of iridium anomaly. 2, Likelihood function \( L(\theta) \) for the position of the true extinction boundary. Dots indicate locations of fossil finds (only finds higher than 1000 m above the base of the section are used in this analysis). 3, Posterior distribution \( f(\theta \mid x) \) for the position of the true extinction boundary. Shaded region indicates 90% credible interval (highest posterior density region). This can be interpreted to mean that there is a 90% probability that the true extinction boundary lies between 1150 m and 1166 m.
the kangaroo landing in high probability regions more often and in low probability regions less often. After the kangaroo has been allowed to jump for some time (often many thousands of steps), we will have a long list of its landing spots: 1156, 1163, 1163, 1158, 1157, 1155, 1155, 1162, 1174, etc. These values constitute (after some processing to remove autocorrelation and the effect of initial conditions) a random sample from the posterior \( f(\theta | x) \). We can then easily take the mean of these values to approximate the posterior mean, and find other quantities similarly.

**ENVOI**

Each of the topics discussed here could easily fill an entire paper or even an entire book; I am attempting to summarize several semester-long courses in one brief overview paper. Clearly, we have only touched the surface of these topics. For example, all but the last example have concerned inference for a single proportion; we have not looked at models for parameters such as means or standard deviations, and we have not looked at models for multiple parameters. My hope is that this overview will provide an introduction to the main concepts underlying likelihood and Bayesian modeling, serving as a foundation from which the reader can branch out to more complex topics.
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